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The Alberto Mendelzon Workshop is an international scientific venue started in 2006 to honor the memory
of Alberto Mendelzon, who made a significant contribution to the field of data management. It has been an
established forum for top-quality research on the foundations of data management. While focused especially on
Latin American students and scholars, the workshop is open to submissions from around the world, and it has
so far gathered some of the world’s best researchers in the field.

This volume contains papers accepted for the 13th edition of the AMW, held in Asuncion, Paraguay,
from June 3 to 7, 2019. As in previous editions, the call for papers of this edition solicited two types of
submissions: regular and short papers, where the latter was intended to present ongoing research, results
published elsewhere, and applications. The workshop received 28 submissions from around the globe. The
vast majority of these submissions were of high quality and reported on intriguing on-going or latest research
development on diverse data management topics. Following a rigorous reviewing effort, whereby each submission
has been allocated at least three reviewers, the program committee accepted 23 papers to form an excellent
workshop program with five sessions: Foundations of Data Management, The Web, Graph Data, Data Mining
and Algorithms and Optimisation.

Each accepted paper has a presentation slot at the workshop and may appear in the workshop pro-
ceedings. The paper presentations were accompanied by four keynote sessions, featuring Magdalena Ortiz (TU
Wien, Austria) on ”From Complete to Incomplete Data and Back in Ontology-Enriched Databases”, Wang-
Chiew Tan (Megagon Labs, USA) on ”Enabling Search by Experience”, Juan Reutter (Pontificia Universidad
Catolica de Chile, Chile) on ”Schemas for Graphs and other forms of Semi-Structured Data”, and Christoph
Koch (EPFL, Switzerland) on ”Query Optimisation by Quantifier Elimination”.

As in previous editions, AMW 2019 hosted the Alberto Mendelzon Workshop School (AMWS), which
consists of four three-hour tutorials given by invited international speakers. The school was held before AMW,
on June 5 - 7, 2019. This year’s tutorials were on: Deep Learning for Natural Language Processing by Felipe
Bravo-Marquez (University of Chile, Chile); Data preparation and data integration: BigGorilla to the rescue by
Wang-Chiew Tan (Megagon Labs, USA); Building AI Applications using Knowledge Graphs by André Freitas
(University of Manchester, UK); and Languages for Data and Knowledge by Magdalena Ortiz (TU Wien,
Austria).

We would like to warmly thank: the authors of the submitted papers; the presenters at the work-
shop; the keynote speakers; Adriana Marotta (Universidad de la Republica, Uruguay), the General Chair of
AMW 2019; the fantastic and professional Program Committee; the AMW School Committee; the AMW Steer-
ing Committee; and the local supporting institutions especially to Consejo Nacional de Ciencia y Tecnoloǵıa
(abbreviated CONACYT) . Without their effort, AMW 2019 would not have been successful.

This event is co-financed by Consejo Nacional de Ciencia y Tecnoloǵıa - CONACYT with FEEI re-
sources.

Este evento es cofinanciado por el Consejo Nacional de Ciencia y Tecnoloǵıa - CONACYT con recursos
del FEEI.
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From Complete to Incomplete Data and Back in
Ontology-Enriched Databases

Magdalena Ortiz

Institute of Information Systems, TU Wien, Austria

Abstract. Enriching a database with a background theory expressing
domain knowledge, usually called an ontology, has been proposed as a
tool to overcome the incompleteness of data. In ontology mediated query-
ing the theory is used to infer answers that may involve implied facts not
present in the data. This and other related reasoning problems have been
extensively studied over the last decade, mostly for ontologies written in
description logics and in dialects of Datalog±. But the usual first-order
semantics used in this setting, which assumes that all data is incomplete,
can sometimes be too weak and not give all expected answers. I will
discuss some alternatives that have been explored for combining com-
plete and incomplete data in the presence of description logic ontologies,
and the challenges that they pose, including increased computational
complexity of reasoning and non-monotonicity of the ontology mediated
query languages they induce. I will discuss a few interesting reasoning
problems that arise in these setting, and some translations from these
query languages into variants of Datalog.
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Enabling Search by Experience

Wang-Chiew Tan

Megagon Labs

Abstract. Today’s online shopping systems enable consumers to sift
through a vast amount of information by manipulating combinations of
predefined filters. These filters, such as travel dates, price range, and loca-
tion, are objective attributes that lead to an indisputable set of answers.
However, we show that users’ search criteria are often subjective and
experientially expressed. Hence, to provide consumers with an enhanced
search experience, online shopping systems should directly support both
subjective and objective search. I will describe how this is done in an
experiential search engine that we are currently developing at Megagon
Labs; by harnessing information “outside the box”, in the text of online
reviews or social media, views, and interpreting subjective queries.
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Schemas for Graphs and Other Forms of
Semi-Structured Data

Juan L. Reutter

IMFD; Pontificia Universidad Católica de Chile

Abstract. Semistructured data is on the rise: Graph databases are now
offered by most major database vendors, and JSON is used everywhere
on the web. And while these data paradigms are commonly described
as “having less structure than relational databases”, the industry is
also recognising the advantages of pairing the data with some notion
of schema, in the form of metadata that would describe both what is
in the database and how is the data structured. In this talk we focus
on the SHACL/ShEx proposal for RDF graph data and JSON Schema
for JSON data, two of the most adopted proposals for semi-structured
data. Interestingly, even though these proposals have spanned in two
completely different worlds, we show that they share the same founda-
tions and the same spirit. We will also discuss about the challenges that
arise from features demanded in these proposals by the community, but
that give rise to a number of interesting open problems.
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Query Optimization by Quantifier Elimination

Christoph Koch

École Polytechnique Fédérale de Lausanne

Abstract. Many of us who teach database query languages have seen
creative students who lack a training in formal logic come up with sur-
prising ways of using aggregation for expressing challenging queries in
SQL – ways that do not feel natural to those trained in logic but which
nevertheless exact admiration. In this talk, I show how quantifier elimina-
tion can be used to optimize SQL queries in surprising ways – ways whose
results coincide with and generalize these apparently creative tricks. The
new query optimization technique, apart from being potentially useful for
practical query engines, suggests a particular way in which the logically
untrained mind synthesizes queries (not quantifier elimination, though)
– an observation at best based on an amateur’s understanding of brain
science, but potentially still useful for teaching databases.
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RDF and Property Graphs Interoperability:
Status and Issues

Renzo Angles1,2, Harsh Thakkar3, Dominik Tomaszuk4

1 Universidad de Talca, Chile
2 Millennium Institute for Foundational Research on Data, Chile

3 University of Bonn, Germany
4 University of Bialystok, Poland

rangles@utalca.cl1, thakkar@cs.uni-bonn.de3, d.tomaszuk@uwb.edu.pl4

Abstract. RDF and Property Graph databases are two approaches for
data management that are based on modeling, storing and querying
graph-like data. In this paper, we present a short study about the inter-
operability between these approaches. We review the current solutions
to the problem, identify their features, and discuss the inherent issues.

1 Introduction

RDF [24] and graph databases [37] are two approaches for data management that
are based on modeling, storing and querying graph-like data. Several database
systems based on these models are gaining relevance in the industry due to their
use in several domains where graphs and network analytics are required [6].

Both, RDF and graph database systems are tightly connected as they are
based on graph-oriented database models. On the one hand, RDF database sys-
tems (or triplestores) are based on the RDF data model [24], their standard query
language is SPARQL [19], and there are languages to describe structure, restric-
tions and semantics on RDF data (e.g. RDF Schema [13], OWL [18], SHACL [25],
and ShEx [11]). On the other hand, most graph database systems are based on
the Property Graph (PG) data model [7], there is no standard query language
(although there are several proposals [4]), and the notions of graph schema and
integrity constraints are limited [32]. Therefore, these two groups of systems
(in particular the latter) are dissimilar in data model, schema, query language,
meaning and content.

Given the heterogeneity between RDF and graph database systems, it results
necessary to study the interoperability among them, i.e. the ability of these
systems to exchange data, information (structure and semantics) and knowledge
(constraints and business rules).

The main objective of this paper is to present an overview of the research
concerning the interoperability between RDF and property graph databases.
First, we clarify the notion of database interoperability, identifying three types:
syntactic interoperability, semantic interoperability, and query interoperability
(Section 2). Second, we present a short review of the current approaches and
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works, including data format transformations, data and/or schema exchange,
and query translations. (Section 3). Third, we isolate and discuss the main issues
and challenges in the topic (Section 4).

2 Database Interoperability

The term “Interoperability” was introduced in the area of information systems,
and it could be defined as the the ability of two or more systems or components to
exchange information, and to use the information that has been exchanged [3]. In
the context of data management, interoperability is concerned with the support
of applications which exchange and share information across the boundaries of
existing databases [38].

Providing interoperability between database models, systems and applica-
tions is a very concrete and pragmatic problem, which stems from the need of
reusing existing systems and programs for building new applications [38]. Data
and information interoperability is relevant for several reasons, including:
– Promotes data exchange and data integration [30];
– Allows to have a common understanding of the meanings of the data [22];
– Allows the creation of information and knowledge, and their subsequent reuse

and sharing [40];
– Facilitates the access to a large number of independently created and man-

aged information sources of broad variety [40];
– Facilitates the reuse of available systems and tools [38];
– Allows to explore the best features of different approaches and systems [31];
– Enables a fair comparison of database systems by using benchmarks [5];
– Supports the success of emergent systems and technologies [38];
– It is a crucial factor for the development of new information systems [29].

One can define several forms of interoperability in information systems [28].
For instance, focusing in the dimension of heterogeneity, Sheth [40] defined four
levels of interoperability: system, syntax, structure and semantic. The system
level concerns the heterogeneity of computer systems and communications. The
syntax level considers machine-readable aspects of data representation (i.e. data
formats and serializations). The structure level involves data modeling constructs
and schematic heterogeneity. The semantic level requires that the information
system understand the semantics of the use’s information request and those of
information sources.

In the context of Web Languages and Ontologies, the syntactic interoper-
ability means that the applications can take advantage of parsers and APIs
providing syntactical manipulation facilities. Additionally, semantic interoper-
ability implies that applications can understand the meaning of representations
and thus can setup automatically mappings between different representations by
content analysis [33].

In the context of databases, interoperability can be divided into syntactic,
semantic and query interoperability. Syntactic interoperability refers to the abil-
ity of a database system to use data from other database system [23]. It could
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means that both database systems are able to exchange information, although
they may not being aware of the meaning of such information. Semantic inter-
operability can be defined as the ability of database systems to exchange data
in a meaningful way. It implies that the systems have a common understanding
of the meanings of the data [22]. Query interoperability implies the existence
of methods to transform different query languages or data accessing methods
between two systems. It means that a query in the source database system can
be translated into one that can be directly executed on the target system [48].

3 RDF and Property Graphs interoperability

In general terms, syntactic interoperability between RDF and PG databases
means data exchange at the level of serialization formats, semantic interoper-
ability implies the definition of data and schema mappings, and query interop-
erability implies query translations among SPARQL and property graph query
languages. This section presents a review of the approaches and methods pro-
posed for these types of interoperability.

3.1 RDF databases

Every RDF database system is designed to support the Resource Description
Framework [24], a W3C standard created to describe web resources, although
it could be used in any application domain. RDF defines a data model which is
based on the notion of RDF triple. An RDF triple is a tuple formed by a subject,
a predicate, and an object. The subject denotes a resource, the predicate refers
to an attribute or relationship of the subject, and the object defines the value for
such property. A collection of RDF triples could be visualized a graph where the
subjects and objects are represented as nodes, and the predicates are represented
as edges. An RDF database could be considered as a collection of RDF graphs.
RDF reification is a feature which means to create triples about triples, here
metadata (e.g. temporal, uncertainty and trust metrics).

The RDF Schema vocabulary [13] provides a simple way to describe the
structure of an RDF database. In this case, the schema is described as a collec-
tion of a resource classes and property classes. Moreover, the classes could be
hierarchically organized by using subclass and subproperty relationships. More
complex restrictions can be expressed in languages like OWL [18], SHACL [25]
and ShEx [34]. These languages provide semantic interpretations that allow to
infer additional triples. This feature is called RDF(S) entailment.

SPARQL is the standard query language to retrieve and manipulate RDF
data. The first version (SPARQL 1.0 [35]) provides basic operators to express
graph pattern matching. The second version (SPARQL 1.1 [19]) adds features
like explicit negation, path expressions, subqueries and aggregate operators.
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3.2 Property graph databases

Most of the current graph database systems have been designed to support the
property graph data model. A property graph [7] is a directed labelled multi-
graph with the special characteristic that each node or edge could maintain a
set (possibly empty) of properties. A property is formed by a name and a value.

The notion of schema for a property graph database has not been developed
in practice, although some systems use the notions of node types and edge types.
Integrity constraints are also in development. In [32], the authors mention three
types of integrity constraints: inherent constraints, explicit constraint and im-
plicit constraint. Additionally, we found node/edge/property constraints, path
constraints, and graph pattern constraints with property values [12].

In spite of the extensive research on querying graph databases [4], there is no
standard query language for property graphs. A recent publication, called the
GQL manifest [2], proposes to define and standardize one property graph query
language by fuzing the best of three query languages: Cypher [1], PGQL [36]
and G-CORE [8].

3.3 RDF-PG Syntactic interoperability

Assume that the syntactic interoperability is given by the facilities to trans-
form data from one format to another. Hence, the main requirement to support
syntactic interoperability is the existence of data formats (i.e. a syntax for en-
coding data stored in a database), over which transformation methods can be
implemented.

Turtle, TriG, RDF/XML, RDF/JSON and JSON-LD are data formats for en-
coding RDF data. In contrast, there is no data format to encode property graphs.
Given this restriction, some systems use graph data formats (like GraphML,
DotML, GEXF, GraphSON), but none of them is able to cover all the features
presented by the property graph data model. YARS-PG [47] is a recent pro-
posal of data format which was designed to be simple, extensible and platform
independent, and to support all the features provided by the current database
systems based on the property graph data model.

Given a source data format S and a target data format T , the first option to
support syntactic interoperability is to define a textual mapping from S to T .
Note that the schema of the database is not considered in the transformation.
Hence, the structure, semantics and restrictions of the source data could not be
preserved by the translated data.

Hartig [20] proposes two transformations between RDF? and property graphs.
RDF? is a syntactic extension of RDF which is based on reification. The first
transformation maps any RDF triple as an edge in the resulting property graph.
Each node has the “kind” attribute to describe the type of a node (e.g. IRI).
The second transformation distinguishes data and object properties. The former
are transformed into node properties, and latter into edges of a property graph.
The limitation of the second transformations is that metadata triples cannot be
transformed. The shortcoming of this approach is that RDF? isn’t supported by

20



majority of RDF triplestores (except Blazegraph and the most recent addition,
AnzoGraph) and requires conversion of existing RDF data beforehand.

Schätzle et al. [39] propose a mapping which is native to GraphX (a parallel
processing system implemented on Apache Spark). The proposed graph model
is an extension of the regular graph, but lacking the concept of attributes. The
mapping uses an special attribute label to store the node and edge identifiers, i.e.
each triple t = (s, p, o) is represented using two vertices vs, v0, an edge (vs, vo)
and properties vs.label = s, vo.label = o, (vs, vo).label = p. The proposed method
does not address blank nodes or RDF entailment.

Nyugen et al. [27] proposed LDM-3N (labeled directed multigraph-three
nodes), a graph model for RDF data. It is an extension of the regular graph,
without the concept of attributes, and represents each triple element as separate
nodes, thus three nodes (3N) . The LDM-3N graph model is used to address the
Singleton Property (SP) based reified RDF data.

Tomaszuk [46] presented an approach that uses the YARS serialization for
transforming RDF data into property graphs. This approach basically performs
a transformation between encoding schemes and does not consider the RDF
schema and its entailments. This approach has several implementations, eg.
neo4j-yars5 and TTL2YARS6.

With respect to the methods to transform property graphs into RDF graphs,
the literature is very restricted. The current methods [16,20] are based on reifi-
cation. In the simplest case, for each edge in the property graph there will be
a blank node (in the RDF graph) containing at least three nodes (resources or
literals) and three edges (properties). Such elements will be necessary to describe
all the information of the original edge.

A additional approach to provide syntactic interoperability is the use of an
intermediate data format. It is possible to find some tools to transform RDF into
other formats and vice versa, eg. Triplify [9] for relational data, GRDDL [14] for
XML and CSVW [42] for tabular data. However, to the best of our knowledge,
there is not study about the subsequent transformation to property graphs.

3.4 RDF-PG Semantic interoperability

Semantic interoperability between databases means that both, source and target
systems, are able to understand the meaning of the data to be exchanged. It
implies that both, data and schema must participate of the transformations
method.

A common approach to support semantic interoperability is the definition of
data and schema transformation methods. The schema transformation method
takes as input the schema of the source database, and generates a schema for
the target database. Similarly, the data transformation method allows to move
the data from the source database to the target database, but taking care of the
target schema. The transformation methods can be implemented by using data

5 https://github.com/lszeremeta/neo4j-sparql-extension-yars
6 https://github.com/lszeremeta/ttl-to-yars

21



formats or data definition languages. To the best of our knowledge, there is no
method that support data and schema transformations between RDF and PGs.

A additional approach is the use of a data transformation language. For
instance, XSPARQL [10], and SPARQL Template Transformation Language
(STTL) [15] are languages that allow data transformation between RDF and
other languages or formats. In the opposite direction, RML [17] is a generic
language which allows to define mappings from heterogeneous sources to RDF.
In a recent article [26], the authors present the Graph to Graph Mapping Lan-
guage (G2GML) for mapping RDF graphs to property graphs. This language
can be processed by an implementation called G2G Mapper (available on https:

//github.com/g2gml). There is no formal definition nor analysis of the features
of this transformation language.

3.5 RDF-PG Query interoperability

Query interoperability between RDF and property graph databases is a current
issue due to the lack of a standard query language for property graphs. Grem-
linator [44,45] is a tool that translates SPARQL queries into Gremlin pattern
matching traversals. Gremlin is a popular language used by some graph database
systems and graph processing frameworks. Gremlinator [44] has been successfully
integrated as a plugin of the famous Apache TinkerPop graph computing frame-
work7. Given the above, the openCypher initiative is working on the Cypher to
Gremlin translation (https://github.com/opencypher/cypher-for-gremlin).

Hartig et al. [21] defined extensions of the SPARQL query language that
capture an alternative approach to represent statement-level metadata that can
be used in property graphs (see [20]). This proposal, called SPARQL? is an
RDF?-aware extension that introduces new features that enable users to directly
access metadata triples in queries.

4 Issues and challenges

Based on our literature review about RDF and property graphs interoperability,
we identified several issues and challenges which will be discussed in this section.

4.1 Syntactic interoperability

– There is no standard data format for encoding property graphs. This is a
crucial issue to support syntactic interoperability.

– The most RDF serializations are triple-centric, while the most PG serializa-
tions represent graph as lists of nodes and edges.

– Despite the serializations based on JSON or XML in both models, the syn-
taxes used are difficult to map.

7 The sparql-gremlin plugin of the Apache TinkerPop framework available on Github
– (https://github.com/apache/tinkerpop/tree/master/sparql-gremlin)
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– The support for multi-values is different in the models. A property graph
just support arrays, while RDF provides different types of lists.

– The RDF data model allows metadata about properties, i.e. edges between
edges are allowed. Although this feature is not common in real data, a data
mapping should be able to manage it. Note that a property graph does not
support multi-level metadata.

– RDF reification leads to an explosion in the size of the resulting graph. This
can be avoided by implementing a “smart” transformation that is able to
recognize a set of triples describing a reification, and map them to a single
node in the property graph.

4.2 Semantic interoperability

– The RDF model presents features with special meaning (or semantics) that
cannot be modeled by the property graph data model (at least not in a easy
way). Blank nodes, reification, and entailment are some of these features.

– Usually, an RDF database contains a mix of data and schema. In such case,
it is necessary to decide whether to extract the schema (and transforming it
independently), or processing the schema as part of the data.

– Another intrinsic feature of an RDF database is the occurrence of a partial
schema. In such case, we must define whether the schema will be used or not.
In the first case, it could be necessary to “discover” the schema, and just
then transform the data. Hence, such an approach could imply the use of a
transformation method that is schema independent, or a combined method
that supports data with or without schema.

– A semantic issue is the right and complete interpretation of a reified triple,
and its representation in a property graph.

– RDF Schema supports the definition of subclass and subproperty. These
features are not supported by current property graph database systems.

– OWL, that is intended to be a layer above RDF Schema, supports more
complex constraints for classes (e.g. intersection) and properties (e.g. tran-
sitivity). These features are not supported by the property graph model.

– An RDF database could contain semantic information that allows data in-
ference (i.e. to infer new triples based on the existing triples). Current graph
database systems have been not designed to support inference.

– Discovering semantic information and resolving mismatches requires the ap-
plication of human intelligence and judgment. Hence, the semantic interop-
erability is determined by the power of the translation methods to support
data and semantics interpretation.

4.3 Query interoperability

– Unlike the standardisation (via the W3C standards and ISO committees) of
query languages for the relational databases (SQL) and the RDF databases
(SPARQL), property graph databases do not have a standard query lan-
guage. This has led to the development of a wide range of vendor-specific
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graph query languages (e.g. Cypher for Neo4j and Gremlin for Apache Tin-
kerPop).

– Most of the current property graph query languages do not have a solid
formal foundation (semantics, complexity and expressiveness). This raises a
critical challenge for supporting query interoperability, since a formal map-
ping between SPARQL and a property graph language cannot be defined.

– The notion of schema in the context of property graph query languages is not
strictly defined, or even absent in some cases due to their NoSQL oriented
nature. This creates another challenge when aiming to transform RDF data
(which consists of schema information) to property graph data.

– Property graph query languages address two different paradigms: declara-
tive and imperative. For instance, Cypher is a declarative query language,
whereas Gremlin is an imperative graph traversal language that also offers
a declarative construct. This adds an additional challenge, since these two
different paradigms operate on disparate sets of semantics (i.e. set vs bag
semantics), while aiming to support query interoperability.

– There are some on-going efforts, such as [41,43], that advocate consolidating
the relational and graph algebras in order to lay a foundation for proving the
equivalences between the different transformations and mappings to support
query interoperability between RDF and Property graphs. Nonetheless, there
is still scope for improvement.

Therefore, there is a need to propose a standardized query language for prop-
erty graph databases. It will facilitate the formal definition and study of query
transformation methods.

5 Conclusions

Interoperability is a very important feature that should be supported by any
database systems. In this article we concentrate on the interoperability between
RDF databases and property graph databases. Our analysis of the available
approaches and methods does not cover all the issues and challenges, but shows
that there are several problems to deal with.

The interoperability among systems is based on agreements between re-
questers and providers [22]. Hence, the research on the area must be supported
by the development of successful standards (starting with the standardization
of the property graph data model and its query language).
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Abstract. Trajectory patterns characterize similar behaviors among trajectories,
which play an important role in applications such as urban planning, traffic con-
gestion control, and studies of animal migration and natural phenomena. In this
paper we model trajectories as a sequence of line segments that represent the
steady movement of an object along time. We use a segment-clustering process
to group trajectories’ segments and partial segments based on their temporal and
spatial closeness. Then, it defines a trajectory pattern that results from the ag-
gregation of segment clusters, aggregation that is not only based on spatial and
temporal sequentiality, but also on the compatibility of trajectories in each seg-
ment cluster. The experimental assessment shows the effectiveness of the method.

Keywords: Pattern recognition · data mining · trajectories · spatio-temporal databases.

1 Introduction

Due to the current advances in sensor networks, wireless technologies, and RAID-
enabled ubiquitous computing, data about moving objects (also called trajectories) is
an example of massive data relevant in many real applications [4]. According to [4], a
trajectory pattern is a set of individual trajectories that visit the same sequence of places
with similar travel times. A classical representation of trajectories is given by a sequence
of time-stamped locations in a, typically, 2D space trajectory clustering algorithms aim
at grouping similar trajectories (or part of trajectories) according to similarity measures.
The main problem of trajectory aggregation is the imprecision of spatio-temporal data
[8], which makes more challenging the definition of similarity measures that compare
different trajectories. There are several notions of trajectory similarity measures [13]
being the Euclidean Distance Measure, in its simplest version, robust for trajectory
shifts.

We propose a method to derive trajectory patterns, which correspond to patterns of
trajectories with similar behavior during a time interval. To obtain the trajectory pat-
terns, we first group complete or partial segments of trajectories that have a similar
behavior in space and time. Then we aggregate segment clusters considering a compat-
ibility measure. A similarity measure in terms of a distance function is sensible to the
visual comparison, is computationally affordable, and is complemented with strategies
to avoid sensitivity to sampling rate and noise. We focus here on a similarity measure
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defined in terms of Euclidean distance for free movements, but it is also possible to
consider different distance functions when trajectories are constrained to other types
of spaces such as networks. Using the Euclidean distance, two segments of trajectories
can be considered similar if they coincide (approximately) in their starting and end-
ing points. In addition, two segments can be also considered similar if they coincide
in some parts of the segments [6, 12]. But it is not enough to have spatial similarity;
temporal similarity must ensure that trajectories also occur close in time to capture the
time-sensitivity of the similar behavior.

There exist several proposals for the extraction of trajectory patterns [6, 5, 1, 8, 3,
13, 12, 14]. They mostly vary in terms of their similarity functions and the capacity of
making incremental extraction of patterns. They consider similarity between sampling
points of trajectories (i.e., segments of trajectories), without considering that, between
sampling points, trajectories can be partially similar. According to [14] our work falls
in the category of trajectory clustering. We argue in this work that clustering not only
whole segments, but also portions of segments, captures similarity between trajectories
that could otherwise be underestimated.

We compare our proposal with the work presented in [6] which proposes the parti-
tion and group framework that allows the discovery of common sub-trajectories from a
trajectory database. First, it partitions trajectories into a set of line segments and then it
groups similar complete line segments. Trajectories are partitioned according to char-
acteristics points. Then, they generate a representative trajectory for each cluster. The
algorithm they propose to obtain clusters is based on a suitable distance function, which
is composed of the perpendicular distance, the parallel distance, and the angle dis-
tance. The algorithm works over a set of line segments and classifies them as part of
a cluster or as a noise. Only clusters with a cardinality over a threshold are considered
valid. Finally, the algorithm computes a representative trajectory for every cluster. The
main difference of this previous work with respect to our proposal is that they cluster
complete line segments, while we are able to cluster portions of line segments. In addi-
tion, we also include time in the comparison of segments and, when obtaining clusters,
we do not exclude a segment as a noise, but we keep portions of segments that do not
match a cluster, and use them in future computations of clusters. Only at the end of the
process of clustering, we eliminate noise segments. In this way, our implementation is
not strict with possible noise segments as the one proposed in [6].

2 Trajectory Pattern

A trajectory of an object is represented based on points with temporal dimension [5].
A point SPoint is a tuple (x, y) on the Euclidean space and a temporal point TPoint
is a tuple (SPoint, t) where t is a time instant. For simplicity, we also refer as a time
interval a tuple TT = [ts, te], where ts, te ∈ R and te ≥ ts. A segment S of an object’s
trajectory is a pair of TPoints [Ps,Pe], where Ps = ((xs, ys), ts), Pe = ((xe, ye), te),
and te > ts. The definition of trajectory is based in the definition given in [9]. A trajec-
tory T is a tuple composed of an identification and a sequence of consecutive segments
〈id, S1,S2, . . . ,Sm〉 that describes the path of an object and where, for every pair of
consecutive segments Si = [Ps,Pe] and Sj = [P′s,P

′
e] in T, Pe.x = P′s.x,Pe.y = P′s.y
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and P′s.t− Pe.t ≤ ε, whereε is the length of the interval in which an object may stop at
a particular TPoint. We call sub-trajectory Ts to a subset of consecutive segments of an
object’s trajectory T. A sub-trajectory is also a trajectory. With some abuse of notation,
we say that Ts ⊆ T if Ts is a sub-trajectory of T.

Notice that a trajectory is a sequence of segments, which differs from the classi-
cal definition in terms of a sequence of TPoints. We explicitly define trajectories as a
sequence of segments to emphasize the treatment of the segments in the clustering pro-
cess. Also, a sub-segment is also a segment. At a physical level, however, we can avoid
the duplication of endpoints in the definition of segments.

Let T be a trajectory, S, S1, and S2 be segments, and P and P′ be SPoints, the
following are useful operators.

– SD(P,P′): it denotes the Euclidian spatial distance between two SPoints P and
P′. If points are on a network, then this should be the distance on the network.
Overloading this operator, SD(S,P) is the shortest Euclidian distance from SPoint
P to segment S (i.e., the length of the perpendicular line from P to S).

– TD(P,P′) = |P.t − P′.t|: it is the temporal distance between two TPoints P and
P′.

– ID(T): it returns the identification of a trajectory T.
– ID(S): it returns the identification of the trajectory to which the segment S belongs

to.
– STARTs(T): it returns the starting segment of a trajectory T.
– ENDs(T): it returns the ending segment of a trajectory T.
– STARTp(S): it returns the starting point of a segment S.
– STARTp(T): it returns the starting point of a trajectory T, this is, STARTp(T) =

STARTp(STARTs(T)).
– ENDp(S): it returns the ending point of a segment S.
– ENDp(T): it returns the ending point of a trajectory T.
– LENGTH(T): it returns the number of segments of T.
– ANGLE(S1,S2): it returns the formed angle between segments S1 and S2.

2.1 Relations between Trajectory Segments

Intuitively, two segments S1 and S2 will be totally related if their initial and ending
points are close, spatially and temporally, and they have the same direction, this is,
the angle between the segments is less than 90◦. We formalize this in the following
definition.

Definition 1. Let S1 and S2 be two trajectory segments from different trajectories. S1
and S2 are totally related if and only if:

– SD(STARTp(S1),STARTp(S2)) ≤ ∆s

– TD(STARTp(S1),STARTp(S2)) ≤ ∆t

– SD(ENDp(S1),ENDp(S2)) ≤ ∆s

– TD(ENDp(S1),ENDp(S2)) ≤ ∆t

– ANGLE(S1,S2) < 90o. 2
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(a) (b) (c) (d)

Fig. 1. Partial relations between two segments S1 and S2 from different trajectories

Two segments are partially related if they are not totally related, they have the same
direction, and one extreme point of a segment is close, spatially and temporally, to some
point of the other segment. It is possible to have different forms of partial relations
between two segments. We have considered four forms of partial relations.

Definition 2. Let S1 and S2 be two trajectory segments that are not totally related.
S1 and S2 are partially related if and only if they satisfy one of the following partial
relations, which are illustrated in Figure 1:

– Case 1 (Figure 1(a)). In this case: (i) The starting points of segments S1 and S2

are spatially and temporally close to each other. This is, they satisfy the distances
established by threshold ∆s and ∆t. (ii) The ending point of segment S1 is not
close to any point of segment S2, but the ending point of segment S2 is close to
some point (different from an endpoint) of segment S1.

– Case 2 (Figure 1(b)). In this case: (i) The ending points of segments S1 and S2 are
spatially and temporally close to each other. (ii) The starting point of segment S1 is
not close to any point of segment S2, but the starting point of segment S2 is close
to some point (different from an endpoint) of segment S1.

– Case 3 (Figure 1(c)). In this case: Neither the starting and ending point of segment
S1 are close to any point of segment S2, but the starting and ending point of segment
S2 are close to some point (different from an endpoint) of segment S1.

– Case 4 (Figure 1(d)). In this case: (i) The starting point of segment S1 is close
to some point of segment S2. (ii) The ending point of segment S1 is not close to
any point of S2.(iii) The starting point of segment S2 is not close to any point of
segment S1. (iv) The ending point of segment S2 is close to some point (different
from an endpoint) of segment S1. 2

2.2 Segment Clustering

We use the concept of segment cluster to refer to a set SC = {S1, S2, . . . , Sn} of not
necessarily consecutive segments or sub-segments from different trajectories that are
totally related to each other. The process of generating segment clusters that are not
totally related is as follows. Consider a trajectory Ti with segments S1, . . . , Sn: (i) If a
segment Si of Ti is not totally related to any of the segments in the already computed
segment clusters, but it is partially related to some segment Sj in a cluster cj , then: (i)
We first identify the type of partial relation between segments Si and Sj , according to
Definition 2. (ii) A new segment Ss is generated and corresponds to the projection of

31



Trajectory Patterns Based on Segment-Cutting Clustering 5

the shortest segment on the longest segment. Note that this implies to calculate a TPoint
that splits the original segment. Let us assume that Si is shorter than Sj then, segment
Ss corresponds to the projection of Si over Sj . (iii) Cluster cj is updated and contains
segments Ss and Si, a new cluster is generated containing the residual segment Sj−Ss.

The dynamic computation of segment clusters refers to the capability of adding new
trajectory segments when we had already computed a set of segment clusters, without
starting the whole process of segment clustering. The segments of a new trajectory can
be added into existing segment clusters or can form new clusters.

We introduce the following notation over segment clusters that is useful in the
next definition of trajectory patterns. Let cl be a segment cluster composed of a set
S of segments. Then, (i) CONVEX(cl) denotes the convex hull over the TPoints that
form the segments of the cluster; (ii) TInterval(cl) denotes the time interval [ts, te]
such that ts = min∀si∈S{STARTp(si).t} and te = max∀si∈S{ENDp(si).t}; and (iii)
IDS(cl) = {ID(si)|si ∈ cl} is the set of trajectories’s ids that are part of the cluster.
Given a segment cluster cl, we call the pattern of cl, the tuple of the form (geo, tt, ids),
with geo = CONVEX(cl), tt = TInterval(cl), and ids = IDS(cl). Notice that this
pattern is essentially a geometric approximation of the segment cluster. For simplicity,
we use cp.a with a ∈ [geo, tt, ids] to access each of the elements of the pattern cp.

2.3 Trajectory Pattern

Segment clusters can be aggregated to form trajectory patterns if, they have at least
two segments, their areas intersect, their share a temporal interval, and they satisfy
a compatibility threshold of common trajectories. Trajectory patterns are patterns that
combine two or more patterns extracted from single segment clusters. We first introduce
the concept of compatible patterns, useful to define trajectory patterns.

Definition 3. Let cp1, cp2 be two patterns, with cp1 6= cp2. Patterns are compatible if:

1. cp1.geo ∩spatial cp2.geo 6= ∅, where ∩spatial denotes geometric intersection.

2. cp1.tt ∩time cp2.tt 6= ∅, where ∩time denotes temporal intersection.

3. |cp1.ids ∩ cp2.ids|
|cp1.ids ∪ cp2.ids| >= ∆j , where ∆j is the threshold of the number of common
trajectories. 2

Definition 4. Let cp1 and cp2 be two compatible patterns. A trajectory pattern tp for
cp1 and cp2 is a tuple of the form (geo, tt, ids), where geo is the geometric union of
cp1.geo and cp2.geo, tt is the time union of cp1.tt and cp2.tt, and ids the set union of
cp1.ids and cp2.ids. Because trajectory patterns are patterns, we can recursively apply
this definition to aggregate more than two patterns. 2

The extraction of trajectory patterns starts with an empty set of trajectory patterns
TP, a set C of segment clusters and its corresponding patterns C∗ and, iteratively, finds
compatible clusters to aggregate to trajectory patterns. At the end of this iterative pro-
cess, TP is empty if it does not find compatible clusters or contains patterns composed
of at least two patterns in C∗. This concept is similar to the concept of macro clus-
ters presented in [7], where, unlike our proposal, patterns of trajectories are computed
considering only complete segments of trajectories and only spatial closeness.
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(a) Segment clusters (b) Segment clusters to be aggregated (c) Convex hull

Fig. 2. Aggregation of segment clusters

Example 1. Consider the segment clusters in Figure 2(a). Figure 2(b) shows the seg-
ment clusters that can be aggregated from the set of segment clusters, this is, clusters
cl1, cl3, cl4 and cl5. Clusters cl2, cl6, cl7 and cl8 are discarded because they have only
one segment. Since the areas and time intervals of clusters cl1, cl3, cl4 and cl5 inter-
sect (see Figure 2(b)), they may be aggregated if they satisfy a specific compatibility
threshold (∆j). 2

Intuitively, a set of trajectory patterns corresponds to the aggregation of trajecto-
ries that have similar behavior and satisfy a compatibility threshold, which indicates a
percentage of common trajectories. Note that by applying Definition 4 iteratively, it is
possible to get a set of trajectory patterns, each of them with possible different levels of
compatibility.

3 Evaluation and Comparison with the State of the Art

To show that our method is effective to find trajectory patterns we use both real and
synthetic datasets. To evaluate effectiveness we compare our method with the method,
called Traclus, proposed in [6], which does not consider the temporal distance between
segments, and also compare complete segments but not sub-segments of trajectories.
In this case we use synthetic datasets. We also present a qualitative evaluation of our
method that shows some features that are not supported by the baseline. To do so, we
use a real dataset that corresponds to truck trajectories in Greece that has been used in
[10, 11, 2] to determine trajectory patterns.

3.1 Quantitative Comparison with the State of the Art

We generated 1,000 trajectories with the Brinkhoff generator3. Then, we randomly se-
lected 100 of them and created 50 copies of each one. Thus, these 100 trajectories
correspond to the ground truth of trajectory patterns that a clustering algorithm should
recognize as patterns. Figure 3 shows the comparison between the baseline method
presented in [6] and our proposed method.

3 http://chorochronos.datastories.org/?q=node/51
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Fig. 3. Comparison with the state of the art

For our method we graphic two lines, one unfiltered and another filtering those
segments that have less than 50 elements. For each method we show a line and not
a single point because, to consider a segment of the ground truth equal to a segment
obtained by an algorithm, a tolerance may be applied to ignore precision issues. For
each method, the point located on the leftmost endpoint is the one with tolerance 0,
and then it increases to 10, 100 and 250. Obviously, the greater the tolerance, we are
considering more distant segments as equal. Even so, they are small tolerance values.

In the chart, we show precision-recall values, which are standard in the information
retrieval community. In our domain, precision may be interpreted as the portion of the
ground truth that an algorithm can retrieve, whereas recall would be the portion of the
retrieved patterns that are indeed in the ground truth. Hence, the ideal method would
be the one that gets earlier to the upper right corner (precision 1 and recall 1). As it
can be seen, our method with filtering is the one that dominates the others by being the
only one to get close to that point. Regarding our unfiltered method, although it obtains
a precision of 1, it is at the expense of the recall (that is, it recovers all the reference,
but also a lot of noise). The baseline is improving by increasing the tolerance in the
comparison, but it does not reach our method with filtering.

3.2 Qualitative evaluation of our proposal

The trucks dataset contains GPS (with reference system GGRS87) positions of 50
trucks transporting concrete in the Athens area between August and September of
2002. This dataset contains temporal information, and the time interval to take the
samples is 30 seconds. The set contains 111,927 segments, conforming 276 trajecto-
ries, with an average of 406 segments per trajectory. We use a spatial threshold ∆s

of 420 units, a temporal threshold ∆t of 209,950 units of time, and different com-
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patibility thresholds. These thresholds were chosen because they are the values that
minimize a ClusterCost function defined for a set of segment clusters C and a set R
of isolated segments not included in any ci ∈ C. Function ClusterCost is defined as:
ClusterCost = ClusterWeight+ NoiseWeight, where:

ClusterWeight =

{∑
ci∈C

AREA(CONVEX(ci))
|IDS(ci)| |C| > 0

0 otherwise

NoiseWeight =

{∑
ri∈R LENGTH(ri)

2 ∗ π |R| > 0

0 otherwise

Figure 4(a) shows the 17,855 segment clusters obtained by our algorithms with
∆s = 420 and ∆t = 209, 950.

(a) Segment clusters (b) Trajectory patterns for ∆j = 0%

Fig. 4. Segment clusters and trajectory patterns for the trucks dataset

Trajectory patterns for the trucks dataset We use different compatibility thresholds
to compute trajectory patterns considering the 17,855 segment clusters in Figure 4(a).
Consider ∆j = 0%, this is, there is not a constraint over a percentage of common
trajectories. In this case, all the segment clusters whose areas and time intervals intersect
form a unique trajectory pattern. Figure 4(b) shows the result of the experiment, where
there are six trajectory patterns and two non-aggregate clusters.

A value for ∆j greater than 50% provides a lower proportion of trajectory patterns
with respect to the total of trajectory patterns and non-aggregate clusters. Figure 5(a)
shows the 3, 064 trajectory patterns with ∆j = 60%. 5(b) illustrates the result for
∆j = 100%, in which case there are 1, 963 trajectory patterns.

Trajectory patterns under different temporal intervals We also compute trajectory
patterns for different periods of time. They were obtained considering the following pa-
rameters ∆s = 420 units, ∆t = 209, 950 units of time, and ∆j = 20% (compatibility
threshold). We consider different days of the week and weekends, and we can conclude
that during the week, trucks remain mostly in the central zone in the afternoons. Figure
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(a) ∆j = 60% (b) ∆j = 100%

Fig. 5. Trajectory patterns for different ∆j

6 shows the trajectory patterns for September 11 (Wednesday) to September 14 (Satur-
day) of 2002. This kind of finding would not be possible with the algorithm in [6] as it
does not consider time.

(a) September 11 (b) September 12 (c) September 13 (d) September 14

Fig. 6. Trajectory patterns for days of September of 2002

4 Conclusions and Future Work

We presented a new concept of trajectory pattern that corresponds to the aggregation of
compatible segment clusters from trajectories. To compute segment clusters, we con-
sider the spatial and temporal distance between segments and sub-segments of trajec-
tories, and also the angle of the segments. Aggregation of segment clusters is possible
if the clusters satisfy a compatibility threshold, have more than one segment, and their
areas and time intervals intersect. Our method allows the dynamic computation of seg-
ment clusters, and process the called macro clustering presented [7]. The experimenta-
tion we reported shows that the method is effective for computing trajectory patterns.
For future work, we would like to optimize the algorithms for segment clustering and
trajectory patterns detection. To do so, we can consider indexing structures in space and
time.
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Helena Gómez-Adorno1[0000−0002−6966−9912], Jorge
Reyes-Magaña2,3[0000−0002−8296−1344], Gemma

Bel-Enguix2[0000−0002−1411−5736], and Gerardo Sierra2[0000−0002−6724−1090]

1 Instituto de Investigaciones en Matemáticas Aplicadas y en Sistemas,
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Abstract. Word embeddings are vector representations of words in an
n-dimensional space used for many natural language processing tasks. A
large training corpus is needed for learning good quality word embed-
dings. In this work, we present a method based on the node2vec algorithm
for learning embeddings based on paths in a graph. We used a collection
of Word Association Norms in Spanish to build a graph of word connec-
tions. The nodes of the network correspond to the words in the corpus,
whereas the edges correspond to a pair of words given in a free association
test. We evaluated our word vectors in human annotated benchmarks,
achieving better results than those trained on a billion-word corpus such
as, word2vec, fasttext, and glove.

Keywords: word vectors · node2vec · word association norms · Spanish

1 Introduction

The representation of words in a vector space is a very active research area
in the latest decades. Computational models like the singular value decomposi-
tion (SVD) and the latent semantic analysis (LSA) are capable of modeling word
vector representations (word embeddings) from the term-document matrix. Both
methods can reduce a dataset of N dimensions using only the most important
features. Recently, Mikolov et al. [19] introduced word2vec inspired by the dis-
tributional hypothesis establishing that words in similar contexts tends to have
similar meanings [22]. This method uses a neural network in order to learn vector
representations of words by predicting other words in their context. The vector
representation of a word obtained by word2vec has the awesome capability of
conserving linear regularities between words.
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2 H. Gómez-Adorno et al.

In order to build a model of adequate and reliable vector space, capable of
capturing semantic similarity and linear regularities of words, large volumes of
text are needed. Although word2vec is fast and efficient to train, and pre-trained
word vectors are usually available online, it is still computationally expensive
to process large volumes of data in non-commercial environments, that is, on
personal computers.

Free association is an experimental technique commonly used to discover the
way in which the human mind structures knowledge [8]. In free association tests,
a person is asked to say the first word that comes to mind in response to a given
stimulus word. The set of lexical relations obtained with these experiments is
called Word Association Norms (WAN). These kinds of resources reflect both
semantic and episodic contents [6].

In previous work [4] we learn word vectors in English from a graph obtained
from a WAN corpus. The vectors learned from this graph were able to map the
contents of semantic and episodic memory in vector space. For this purpose,
we used the node2vec algorithm [14] which is able to learn node mappings to
a continuous vector space from the complete network taking into account the
neighborhood of the nodes. The algorithm performs biased random paths to
explore different neighborhoods in order to capture not only the structural roles
of the nodes in the network but also the communities to which they belong to.

In this paper, we extend previous work of learning word vectors in English[4]
by learning vector representations of words from a resource that collects words
association norms in Spanish. We build two embedding resources of different di-
mensions, the first one based on Normas de Asociación Libre en Castellano [10]
(NALC), and the other using the corpus of Normas de Asociación de Palabras
para el Español de México [2] (NAP). The obtained embeddings from both re-
sources are available on GitHub, the NALC based embeddings4 and the NAP
based embeddings5.

The rest of the paper is organized as follows. In section 2, we discuss the
related work. In Section 3, we present the corpora of Word Association Norms.
In section 4, we describe the methodological framework for learning word vectors
from WAN’s. Section 5, shows the evaluation of the generated vectors, using a
word similarity dataset in Spanish. Finally, in section 6 we draw some conclusions
and point out to possible directions of future work.

2 Related Work

Semantic networks [25] are graphs relating words [1] used in linguistics and psy-
cholinguistics not only to study the organization of the vocabulary but also to
approach the structure of knowledge. Many languages have corpora of WAN.
In the past decades, different association lists were elaborated with the collab-
oration of a large number of volunteers. However, in recent years, the web has

4 https://github.com/jocarema/nalc_vectors
5 https://github.com/jocarema/nap_vectors
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become a natural way to get data to build such resources. Jeux de Mots6 pro-
vides an example in French [18], whereas the Small World of Words7 contained
datasets in 14 languages at the time of writing.

Sinopalnikova and Smrz [24] showed that WATs are comparable to balanced
text corpora and can replace them in case of absence of a corpus. The authors
presented a methodological framework for building and extending semantic net-
works with word association thesaurus (WAT), including a comparison of quality
and information provided by WAT vs. other language resources.

Borge-Holthoefer & Arenas [6] used free association information for extract-
ing semantic similarity relations with a Random Inheritance Model (RIM). The
obtained vectors were compared with LSA-based vector representations and the
WAS (word association space) model. Their results indicate that RIM can suc-
cessfully extract word feature vectors from a free association network.

In a recent work by De Deyne et al. [9] the authors introduced a method
for learning word vectors from WANs using a spreading activation approach in
order to encode a semantic structure from the WAN. The authors used part
of the Small World of Words network. The word association-based model was
compared with a word embeddings model (word2vec) using relatedness and sim-
ilarity judgments from humans, obtaining an average of 13% of improvement
over the word2vec model.

3 Word Association Norms in Spanish

Many languages have compilations of word association norms. In the past decades,
some interesting works have been developed with a large number of volunteers.
Among the most well-known English resources accessible on the web are the
Edinburgh Associative Thesaurus8 (EAT) [17] and the resource of Nelson et
al.9 [21].

For Spanish, there are some corpora of free words association, in this work
we used two WAN resources in Spanish: a) Corpus de Normas de Asociación
de Palabras para el Español de México (NAP) [2] and b) Corpus de Normas de
Asociación Libre en Castellano [10] (NALC).

The NAP corpus was elaborated with a group of 578 native Mexican speakers
young adults, 239 men and 339 women, with ages ranging from 18 to 28 years,
and with a range of education of at least 11 years. The total number of tokens
in the corpus is 65731, with 4704 different words. The authors used 234 stimulus
words, all of them common nouns taken from the MacArthur word compression
and production [16]. It is important to mention that although the stimuli are
always nouns, the associated words are free-choice, that is, the informants can
relate to the word stimulus with any word regardless of its grammatical category.

6 http://www.jeuxdemots.org/
7 https://smallworldofwords.org/
8 http://www.eat.rl.ac.uk/
9 http://web.usf.edu/FreeAssociation
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For each stimuli and its associates, the authors computed different measures:
time, frequency and association strength.

The NALC corpus includes 5819 stimuli words and their corresponding as-
sociates obtained from the free association responses of a sample of 525 subjects
for 247 words, of 200 subjects for 664 words and of 100 for the remaining words.
In the compilation of association norms, approximately 1500 university students
have participated so far. All the subjects had Spanish as their native language
and participated voluntarily in the empirical study. The total number of different
words in the corpus is 31207.

4 Learning Word Embeddings on Spanish WANs

The graph that represents a given WAN corpus is formally defined as G =
{V,E, φ} where:

– V = {vi|i = 1, ..., n} is the finite set of nodes with size n, V 6= ∅, which
corresponds to stimuli words along with its associates.

– E = {(vi, vj)|vi, vj ∈ V, 1 ≤ i, j ≤ n}, is the set of edges, which corresponds
to the connections between stimuli and associates words.

– φ : E → R, is a weighting function over the edges.

We performed experiments with directed and non-directed graphs. In the
directed graphs, each pair of nodes (vi, vj) follows an established order where
the initial node vi corresponds to the stimulus word and the final node vj to an
associated word. For the non-directed graph, all the stimuli are connected with
their correspondent associates without any order of precedence. We evaluated
three edges weighting functions:

Time It measures the seconds the participant takes to give an answer for each
stimulus.

Frequency It establishes the number of occurrences of each of the associated
words with a stimulus. In this work we use the inverse frequency (IF ):

IF = ΣF − F
where F the frequency of a given associated word, and ΣF is the sum of the
frequencies of the words connected to the same stimulus

Association Strength Establishes a relation between the frequency and the
number of responses for each stimulus. It can be calculated as follows:

ASW =
AW ∗ 100

ΣF
where AW is the frequency of a given word associated with a stimulus, and
ΣF the sum of the frequencies of the words connected the same stimulus
(the total number of answers). We also used the inverse of the association
strength (IAS):

IAS = 1− F

ΣF
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The NAP corpus provides the three weighting functions, however for the
NALC corpus only the association strength is available. Thus, in our evaluation
we only report results using the association strength for the NALC corpus.

4.1 Node2vec

Node2vec [14] finds a mapping f : V → Rd that transforms the nodes of a graph
into vectors of d-dimensions. It defines a neighborhood in a network Ns(u) ⊂ V
for each node u ∈ V through a S sampling strategy. The goal of the algorithm
is to maximize the probability of observing subsequent nodes on a random path
of a fixed length.

The sampling strategy designed in node2vec allows it to explore neighbor-
hoods with skewed random paths. The parameters p and q control the change be-
tween the breadth-first search (BFS) and depth-first search (DFS) in the graph.
Thus, choosing an adequate balance allows preserving both the structure of
the community and the equivalence between structural nodes in the new vector
space.

In this work, we used the implementation of the project node2vec, which is
available on the web10 with default values for all parameters. We also examined
the quality of vectors with a different number of dimensions.

5 Spanish Word Embeddings Evaluation

There are several evaluation methods for unsupervised word embeddings method-
ologies [23], which are categorized as extrinsic and intrinsic. In the extrinsic
evaluation, the quality of the word vectors is evaluated by the improvement of
performance in a given natural language processing tasks (PLN) [12, 13]. In-
trinsic evaluation measures the ability of word vectors to capture syntactic or
semantic relationships [3].

The hypothesis of the intrinsic evaluation is that similar words should have
similar representations. So, we first performed a visualization of a sample of
words using the T-SNE projection of the word vectors in a two-dimensional
vector space. Figure 1 shows how the words that are related to each other are
grouped. We show the word vectors obtained from graphs with the three weight-
ing functions using the NAP corpus only. It is observed that in all cases the
vectors illustrate some interesting phenomena. For example, when frequency is
taken as weight (the graph below), the word pájaro (bird) is drawn very close
to avión (plane). From this, it is inferred that the feature “fly” is more repre-
sentative than “animal” for the model. For its part, the word caballo (horse), is
represented closer to camioneta (truck) than to other animals, focusing more on
its status as “transportation”.

In addition, we evaluated the ability of word vectors to capture semantic
relationships through a word similarity task. Specifically, we used two widely

10 http://snap.stanford.edu/node2vec/
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Fig. 1. Projection of the word vectors in 5 semantic groups (of ten words each).

known corpora: a) the corpus WordSim-353 [11] composed of pairs of terms se-
mantically related with similarity scores given by humans and b) the MC-30 [20]
benchmark containing 30 word pairs. Both datasets in its Spanish version 11 [15].

We calculated the cosine similarity between the vectors of word pairs con-
tained in the above mentioned datasets and compare it with the similarity given
by humans using the Spearman correlation. To deal with the non-inclusion of
every word of the testing data sets in our NALC word association norms, we
introduced the concept of overlap in the experiments and calculated the total
number of common words between the lists that are being compared. The oth-
ers are excluded from the evaluation. In principle, having large overlaps is a
positive feature this approach. Tables 1 and 2 present the Spearman corre-

11 http://web.eecs.umich.edu/~mihalcea/downloads.html
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lation, of the similarity given by human taggers, with the similarity obtained
with word vectors (learned from NAP and NALC separately). We also report
different dimensions of word vectors learned on the non-directed graphs with
different weighting functions. We also report the overlap, which is the number
of words that can be found in in both, the given WAN corpus (NAP or NALC)
and the evaluation dataset (ES-WS-53 or MC-30).

Table 1. Spearman rank order correlations between Spanish WAN embeddings (based
on cosine similarity) and the ES-WS-353 dataset.

NAP NALC
Overlap 140 Overlap 322

Dimension Inv. Frequency Inv. Association Time Inv. Association

300 0.489 0.463 0.461 0.650
200 0.454 0.456 0.491 0.641
128 0.503 0.463 0.450 0.659
100 0.471 0.478 0.495 0.664
50 0.523 0.503 0.503 0.626
25 0.484 0.478 0.572 0.611

Table 2. Spearman rank order correlations between Spanish WAN embeddings (based
on cosine similarity) and the MC-30 dataset

NAP NALC
Overlap 11 Overlap 27

Dimension Inv. Frequency Inv. Association Time Inv. Asociation

300 0.305 0.563 0.545 0.837
200 0.468 0.381 0.263 0.844
128 0.545 0.272 0.300 0.767
100 0.336 0.418 0.372 0.806
50 0.527 0.509 0.272 0.814
25 0.454 0.400 0.563 0.788

It can be observed that the word embeddings obtained from the NALC corpus
achieved better correlation with the human similarities than the embeddings
obtained from the NAP corpus in both datasets, ES-WS-53 and MC-30. The
difference in the results can be explained by the size of the vocabulary in both
WANs, the NALC corpus has higher overlap with both evaluation datasets than
the NAP corpus.
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In order to test and compare the quality of the Spanish word vectors, we
also performed the experiments with pre-trained Spanish vectors12. We selected
three word embeddings models: word2vec13, gloVe14, and fasttext15.

Table 3 shows the Spearman rank order correlation between the cosine simi-
larity obtained with word vectors pre-trained in large corpora and the similarity
of humans (obtained from WordSim-353 ) and MC-30 datasets) in comparison
with the correlation between NAP embeddings and the humans rated similari-
ties. In the same way, Table 4 shows the same comparison with pre-trained word
vectors and the NALC based embeddings.

The highest correlation value was obtained with the vectors trained with the
fasttext [5] model. The vectors trained on the Wikipedia in Spanish obtained
the best results among the pre-trained models. Our method outperformed the
results obtained by the pre-trained vectors when the vectors were learned on the
NALC corpus in both evaluation datasets, ES-WS-353 and MC-30.

Table 3. Spearman rank order correlation comparison of NAP embeddings and pre-
trained word vectors with the evaluation datasets.

Source Vector size MC-30 (Overlap 11) ES-WS-353 (Overlap 140)

Fasttext-sbwc 300 0.881 0.639
Fasttext-wiki 300 0.936 0.701
Glove-sbwc 300 0.827 0.532
Word2vec-sbwc 300 0.890 0.634
n2v-Inverse Association 300 0.563 0.463
n2v-Inverse Frequency 300 0.305 0.489
n2v-Time 25 0.563 0.572

6 Conclusions and Future Work

We introduced a method for learning Spanish word embeddings from a Corpus of
Word Association Norms. For learning the word vectors, we applied the node2vec
algorithm on the graph of two WAN corpora, NAP and NALC.

We employ weighting functions on the edges of the graph taking into account
three different criteria: time, inverse frequency and inverse associative strength.
The best results have been obtained with the association strength, however,
the time weighting function also achieved high results. Words with a higher

12 https://github.com/uchile-nlp/spanish-word-embeddings
13 https://code.google.com/archive/p/word2vec/
14 https://nlp.stanford.edu/projects/glove/
15 https://github.com/facebookresearch/fastText/blob/master/

pretrained-vectors.md
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Table 4. Spearman rank order correlation comparison of NALC embeddings and pre-
trained word vectors with the evaluation datasets.

Source Vector size MC-30 (Overlap 27) ES-WS-353 (Overlap 322)

Fasttext-sbwc 300 0.762 0.613
Fasttext-wiki 300 0.793 0.624
Glove-sbwc 300 0.707 0.482
Word2vec-sbwc 300 0.795 0.624
n2v-Inverse Association 300 0.837 0.650
n2v-Inverse Association 200 0.844 0.664

association strength usually have a shorter formulation time, which leads to the
algorithm to connect more related words in a neighborhood because the node2vec
algorithm looks for shorter paths in the graphs.

The results we obtained using the NALC corpus are higher than those ob-
tained with pre-trained word embeddings trained on large corpora. The perfor-
mance even improves the results achieved with the vectors trained on the Spanish
billion words corpus [7]. However, some simple strategies would help improve our
results. Some of them would be to adjust the parameters of the algorithm and
adapt the system to different types of neighborhoods for the nodes, which could
produce different configurations of the vectors. In future work we will perform an
extrinsic evaluation these Spanish word vectors, i.e. in some Natural Language
Processing task [4].

The evaluations carried out with the vectors learned on the NAP corpus
also showed promising results with respect to the similarity and relational in-
dexes. However, due to the low vocabulary length, the results were lower than
those obtained on pre-trained embeddings. As future work, we plan to solve
this problem by automatically generate word association norms between pairs of
words retrieved from a medium-sized corpus. With this process, we will build a
new resource that can account for syntactic, semantic and cognitive connections
between words.
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1 Introduction

Answering conjunctive queries (CQ) and, equivalently, solving constraint sat-
isfaction problems (CSP), are among the most fundamental tasks in computer
science. While these problems are NP-complete, there has been much success in
identifying “islands of tractability”. In this work, we want to further sharpen the
image of this complexity landscape. In particular, we are interested in extend-
ing the pioneering work by Barceló, Pieris, Romero, and Vardi [1, 2], Dalmau,
Kolaitis, and Vardi [4], and Grohe [6] on the deep connections between query
minimization and structural decompositions. To this end, the following notion
of semantic widths will be the central theme of our work. Note that from now
on, we only concentrate on CQs. Clearly, all results hold for CSPs as well.

Definition 1. Let Q be the class of all conjunctive queries and w : Q → R+ be
some property of the query. We define semantic w as sem-w(q) := inf{w(q′) |
q′ ' q}, where ' denotes homomorphic equivalence.

Such semantic widths can be interpreted as measures of the inherent structural
complexity of the underlying question posed by the query, whereas classical
notions of width express the complexity of a specific way to pose the question.

So far, semantic notions of acyclicity [2], treewidth (tw) [4], and (generalized)
hypertree width (hw and ghw , resp.) [1] have been investigated, while more pow-
erful notions of width such as fractional hypertree width (fhw) [7], submodular
width (subw) [9], and adaptive width (adw) [8] have been left unexplored. The
goal of this work is to study semantic notions also of fhw , adw , and subw . Re-
call that the semantic notions of acyclicity, tw , and ghw can be characterized in
terms of the core of the CQ. This naturally raises the question if such a char-
acterization is also possible for fhw , subw , and adw . We will give an affirmative
answer which, structurally, looks very similar to the previous results. However,
some additional machinery will be needed to prove our new results.

In [9], subw was introduced to provide an in some sense “complete” char-
acterization of the fixed-parameter tractability (FPT) of CQ Evaluation. Our
investigation of the semantic version of subw will provide new input for such an
FPT-characterization. More specifically, our new notion of sem-subw will allow
us to identify an FPT-fragment of CQ Evaluation which is strictly bigger than
the fragment defined via subw in [9].
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Strongly related to the search for (fixed-parameter) tractable fragments of
CQ Evaluation is the complexity of the Check problem which, for given integer
k ≥ 1, is about deciding if a given CQ has width ≤ k. Among the width notions
mentioned above, this problem is tractable for tw and hw and NP-complete for
ghw and fhw . For subw and adw , the complexity is expected to be even higher.
When moving to semantic notions, the computation of the core introduces a
further source of intractability. In case of ghw and fhw , several structural prop-
erties of the hypergraph underlying a CQ have been identified recently [5] to
make the Check problem tractable. We will show that these properties may
also be helpful for the computation of the semantic variants of ghw and fhw .

2 Preliminaries

We assume the reader to be familiar with basic concepts such as conjunctive
queries (CQs) and their associated hypergraphs. We implicitly extend proper-
ties of hypergraphs to CQs through their associated hypergraphs. Due to space
limitations, we refer to [9] for definitions of the fractional cover number (ρ∗),
generalized hypertree width (ghw), fractional hypertree width (fhw), adaptive
width (adw), and submodular width (subw).

We are mainly interested in two computational problems here. The first one
is the usual query evaluation problem for a class of CQs Q, which we denote as
Eval(Q). The decision problem of checking, whether a query has width ≤ k for
width notion w, will be referred to as Check(w, k).

The problem Check(w, k) with w ∈ {ghw , fhw} has been shown NP-complete
even for k = 2 [5]. On the positive side, also tractable fragments of this problem
have been identified in [5] via the following hypergraph properties: for a hyper-
graph H, the c-multi-intersection width of H refers to the maximum cardinality
of an intersection of any c distinct edges. For the special case c = 2, we simply
use the term intersection width. The degree of H is the maximum number of
edges a vertex of H occurs in. The rank of H is the maximum edge size in H.

3 Results

The following theorem is the basis of all our further considerations:

Theorem 1. For every conjunctive query q:
1. sem-ρ∗(q) = ρ∗(Core(q))
2. sem-fhw(q) = fhw(Core(q))
3. sem-adw(q) = adw(Core(q))
4. sem-subw(q) = subw(Core(q))

An interesting consequence of Theorem 1 is that bounded semantic width
of a class Q of CQs, for the notions of width enumerated in the theorem, im-
plies FPT of the Eval(Q) problem when parameterized by the query. This
is due to the fact that core computation only depends on the query (not the
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data). This is of particular interest in the case of bounded sem-subw, because
it properly generalizes bounded submodular width, and as such “escapes” the
FPT-characterization theorem of Marx [9]. To see that the generalization is in
fact proper, consider the class of “grid queries” QGn , such that QGn asks if
a given undirected graph contains a grid of size ≥ n. The core of query QGn
simply asks for the existence of a single (undirected) edge. However, the asso-
ciated hypergraphs of the family (QGn)n≥1 include grids of every dimension.
Hence, (QGn)n≥1 has unbounded treewidth. By considering the fractional in-
dependent set where every vertex has weight 1/rank(H), we get the inequality
subw(H) ≥ adw(H) ≥ (tw(H) + 1)/rank(H). It is then clear that QGn has
unbounded subw , which is in sharp contrast to sem-subw(QGn) = 1.

Corollary 1. Let Q be a class of CQs. Then bounded sem-fhw, sem-subw, and
sem-adw are sufficient conditions for the fixed-parameter tractability of Eval(Q)
(parameterized by the query). Furthermore, they properly subsume bounded fhw,
subw, and adw, respectively.

In [5], it was shown that the Check problem of ghw and fhw becomes
tractable if the underlying hypergraphs satisfy certain properties such as bounded
(multi-)intersection width, bounded degree, and/or bounded rank. Note that all
these properties are hereditary in the sense that deletion of vertices and/or edges
from a hypergraph does not destroy these properties. Thus, using Theorem 1, we
can directly identify tractable fragments of Check for sem-ghw and sem-fhw.
We present Corollary 2 as an illustrative example for various similar results.

Corollary 2. For a constant k > 0, let Q be a class of conjunctive queries with
bounded fractional hypertree width and bounded degree, then Check(sem-fhw, k)
is tractable in Q.

There exist classes with bounded fhw but unbounded ghw [7]. However, little
is known about the conditions under which this can occur. We show that for
classes with either bounded degree or bounded intersection width, the properties
of bounded fhw and bounded ghw (and, therefore, also bounded hw) in fact
coincide. Furthermore, since sem-fhw and sem-ghw(cf. [1]) are characterized by
the width of the core, it is easy to generalize the result to the semantic case. As a
direct consequence, the promise algorithm presented by Chen and Dalmau in [3]
can be adapted to classes with bounded sem-fhw and either bounded degree or
bounded intersection width, making evaluation of these classes tractable.

Theorem 2. Let q be a conjunctive query and let its associated hypergraph have
degree d and intersection width i. The following statements hold:

– fhw(q) ≤ ghw(q) ≤ d fhw(q) (Implicit in [5])

– sem-fhw(q) ≤ sem-ghw(q) ≤ d sem-fhw(q)

– fhw(q) ≤ ghw(q) ≤ 2i fhw(q)2 + 2 fhw(q)

– sem-fhw(q) ≤ sem-ghw(q) ≤ 2i sem-fhw(q)2 + 2 sem-fhw(q)
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4 Conclusion

So far, we have given a characterization of the semantic variants of ρ∗, fhw, adw,
and subw. From this we are able to derive new insights into the complexity of
CQs. Figure 1 illustrates our current view of the complexity landscape of CQs.

Many consequences of Theorem 1 are yet to be explored. Of particular in-
terest is the role of sem-subw. Marx has shown that bounded subw characterizes
those hypergraphs for which evaluation of the associated CQs is fixed-parameter
tractable [9]. The natural next step is to characterize precisely those CQs for
which the evaluation is fixed-parameter tractable. Semantic submodular width
is a natural candidate step in this direction but the question whether it provides
a necessary condition for fixed-parameter tractable CQ evaluation remains an
important open problem for future work.

ghw

sem-ghw
sem-fhwBIP

sem-fhwBDP

fhw

subw
adw

sem-fhw

sem-subw
sem-adw

tw, hw
ghwLogBMIP

fhwBDP

Check hard
Eval tractable

Check & Eval tractable

Eval FPT

Fig. 1. CQ Complexity Landscape. Contributions presented in this paper are under-
lined. We write wP to denote a width notion w on classes constrained to a property P
where P is one of bounded degree (BDP), bounded intersection (BIP), or logarithmi-
cally bounded multi-intersection (LogBMIP).
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1 Introduction

Answering Conjunctive Queries (CQs) and solving Constraint Satisfaction Prob-
lems (CSPs) are classical NP-complete problems of high relevance in Computer
Science. Consequently, there has been an intensive search for tractable frag-
ments of these problems over the past decades. We are mainly interested here
in tractable fragments defined via decomposition of the underlying hypergraph
structure of a given CQ or CSP. The most important decomposition methods are
hypertree decompositions (HDs), generalized hypertree decompositions (GHDs),
and fractional hypertree decompositions (FHDs) alongside the corresponding
width notions hypertree width (hw), generalized hypertree width (ghw), and
fractional hypertree width (fhw), respectively.

It has been shown that CQ answering and CSP solving are tractable on every
class of CQs/CSPs, if the underlying hypergraphs have bounded hw(H), ghw(H),
or fhw(H). Since fhw(H) ≤ ghw(H) ≤ hw(H) holds for every hypergraph H,
bounded fhw defines the biggest tractable class of CQ answering and CSP solving.
On the other hand, only for hw , it is feasible in polynomial time to recognize if a
given hypergraph has width ≤ k for fixed k. In contrast, for fhw and ghw , the
problem of recognizing low width is NP-complete even for k = 2 [7].

In [7], the following properties of the underlying hypergraphs have been
identified to ensure tractable computation of GHDs and FHDs of a given width
(if they exist) or at least to allow for a good approximation thereof.

Definition 1. The intersection width iwidth(H) of a hypergraph H is the maxi-
mum cardinality of the intersection e1 ∩ e2 of any two distinct edges e1, e2 of H.
For positive integer c, the c-multi-intersection width c-miwidth(H) of a hypergraph
H is the maximum cardinality of any intersection e1 ∩ · · · ∩ ec of c distinct edges
e1, . . . , ec of H. The degree deg(H) of a hypergraph H is the maximum number
of edges a vertex of H occurs in, i.e., maxv∈V (H)|{e ∈ E(H) | v ∈ e}|.

We say that a class C of hypergraphs has the bounded intersection property
(BIP), the bounded multi-intersection property (BMIP), or the bounded degree
property (BDP) if there exist constants i, c, and d, such that every hypergraph
in C satisfies iwidth(H) ≤ i, c-miwidth(H) ≤ i, or deg(H) ≤ d, respectively.

Indeed, it has been shown in [7] that, if it exists, a GHD of low width can
be computed in PTIME for hypergraphs enjoying the BDP, BIP, or BMIP. For

? This is an extended abstract of [6].
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FHDs, an exact PTIME algorithm has been presented in case of the BDP; for
the BIP, a polynomial time approximation scheme (PTAS) exists.

Despite the appealing theoretical results, little is known in practice about
these properties and their interplay with the various notions of width. The goal of
this work is to remedy this deficit. More concretely, we investigate questions such
as the following: Do the hypergraphs underlying CQs and CSPs in practice, indeed
have low degree and (multi-)intersection width? Are these properties non-trivial
in the sense that, e.g., low intersection width does not immediately lead to low
hw , ghw , and fhw? We also want to get a better understanding of the relationship
between ghw and hw . In general, only the inequality hw(H) ≤ 3 · ghw(H) + 1 is
known. But do these two notions of width indeed differ by factor 3 in practice?
And do theoretical tractability results (such as tractable GHD computation in
case of the BIP) indeed lead to practically feasible computation?

In order to provide answers to these questions, we have collected a vast amount
of CQs and CSPs from concrete applications as well as randomly generated ones,
and translated them into a uniform hypergraph format. We have successively
performed a series of experiments on these hypergraphs – determining the hw and
ghw , the degree and (multi-)intersection width as well as further metrics relating
to the size such as number of vertices, number of edges, and maximum size of edges.
All the hypergraphs thus collected together with the results of our experiments
are publicly available at http://hyperbench.dbai.tuwien.ac.at/. Below, we give a
summary of these results. Moreover, we note that this benchmark has already been
profitably applied in the experimental evaluation of decomposition algorithms by
other authors [5].

2 Basic Definitions

We assume the reader to be familiar with basic concepts such as CQs and CSPs.
The hypergraph corresponding to a CQ φ is defined as H = (V (H), E(H)), where
the set of vertices is V (H) = variables(φ) and the set of edges is E(H) = {e |
∃A ∈ atoms(φ) : e = variables(A)}. Due to lack of space, we also have to assume
familiarity with the various notions of decompositions and width.

We have already introduced the crucial properties BDP, BIP, and BMIP. By
slight abuse of notation, we shall say in the sequel that a hypergraph H has
BDP = d, BIP = i, or c-BMIP = i, if H satisfies the conditions iwidth(H) = i,
c-miwidth(H) = i, or deg(H) = d, respectively.

3 Results

We have collected 3070 CQs and CSPs from different sources and converted them
into hypergraphs. Our collection of CQs comprises 535 queries used in practical
applications and 500 randomly generated ones using the tool from [11]. The
non-random CQs stem from various sources. Queries in [4] come from a huge
SPARQL repository comprising over 26 million CQs, from which we have included
only the hypergraphs with hw ≥ 2. Queries in [9] come from a big collection of
SQL queries from which we have extracted over 15,000 CQs (in particular, no
nested SELECTs). Again, we have only included hypergraphs with hw ≥ 2 into
our benchmark. The remaining non-random CQs come from different benchmarks
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such as the Join Order Benchmark (JOB) [10] and TPC-H [12]. Our collection
of 2035 CSPs is composed of 1953 instances from [2] and 82 instances used in
previous analyses [3,8]. The instances from [2] are divided in two classes: 1090 of
them come from applications and the remaining 863 are random instances.

Table 1. Percentage of instances having BDP, BIP, 3-BMIP, 4-BMIP ≤ 5.

BDP BIP 3-BMIP 4-BMIP
(%) (%) (%) (%)

Application-CQs 81.68 100 100 100
Application-CSPs 53.67 99.91 100 100
Random 10.12 76.82 90.17 93.62

In our first experiment, we computed BDP, BIP, 3-BMIP, 4-BMIP for
our collection of hypergraphs. The results are presented in Table 1. We group
our instances in three classes: application-CQs, application-CSPs, and random
instances (both CQs and CSPs). In the first place, we are interested in the
percentage of hypergraphs whose values of BDP, BIP, 3-BMIP, and 4-BMIP are
small. It turned out that all application-CQs have BIP ≤ 5 and yet smaller 3-
BMIP and 4-BMIP. The BDP tends to be bigger, but there are still 81.68% of the
application-CQs with BDP ≤ 5. As for the application-CSPs, the BIP and BMIP
are also small in general, namely 99.91%, 100% and 100% have BIP ≤ 5, 3-BMIP
≤ 5, and 4-BMIP ≤ 5, respectively. Interestingly, the percentage of application-
CSPs with BDP ≤ 5 is rather low (53.67%) compared with application-CQs. The
random instances behave differently. Indeed, we have measured 76.82%, 90.17%
and 93.62% of the random instances (with very similar behaviour of random CQs
and random CSPs) to have small BIP, 3-BMIP, and 4-BMIP, respectively. The
percentage of instances with BDP ≤ 5 even falls more dramatically to 10.12% for
random instances. To conclude, BIP and BMIP indeed tend to be (very) small
for both CQs and CSPs taken from applications and they are still reasonably
small for random instances.

As a next step, we have systematically applied the computation of hw [8] to
our benchmark. The aim of this experiment was to determine the hw or at least
an upper bound thereof for each hypergraph. We have organized the computation
in different rounds, each of which has a different value of k, which is initialized
with k = 1. In each round, we check if hw(H) ≤ k holds and, if so, compute a
concrete HD with this width. If the program ends with a yes-answer, we have an
upper bound on hw . In case of a no-answer, we have a lower bound. No bound
is obtained in case of a timeout (which we set at 3,600 seconds). For all the
instances with no upper bound (i.e., either no-answer or timeout) for a value of
k, we continue with k := k+1 in the next round. We were able to determine that
for all application-CQs hw ≤ 3 holds and to compute concrete HDs of this width.
For 694 of all 1172 application-CSPs (59.22%) we have verified hw ≤ 5. In total,
considering also random instances, 1849 (60.23%) out of 3070 instances have
hw ≤ 5. For 1453 of them, we determined exact hw , for the others we only have
an upper bound and the actual value of hw could be even less. We conclude that
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for the vast majority of CQs and CSPs (in particular those from applications), hw
is small enough to allow for efficient CQ answering or CSP solving, respectively.

We have also analysed the correlation between all the hypergraph parameters
studied here. BIP and BMIP are obviously highly correlated. More interestingly,
we observe a high correlation between any two of the number of vertices, the
arity (= maximum edge size), and hw . It is worth underlining that BDP, BIP,
3-BMIP, 4-BMIP have low correlation with hypertree width. That is, low values
of these parameters are favourable for GHD computation [7] but they do not
imply that also the hw and (as we will see below) the ghw are particularly small.

Finally, we have implemented several algorithms for GHD-computation, which
exploit low BIP. For all hypergraphs with hw ≤ k and k ∈ {3, 4, 5, 6}, we checked
whether ghw ≤ k− 1 holds. To this end, we ran our algorithms with a timeout of
3,600 seconds. If the timeout does not occur, we say that the instance is “solved”.
We found out that in 98% of the solved cases and 57% of all instances with hw ≤ 6,
hw and ghw have identical values. Actually, we expect that the percentage in case
of the solved case is more significant because the GHD computation algorithms
usually take longer in case of a no-answers, i.e., we conjecture that most of the
unsolved instances also have identical values of hw and ghw .

4 Conclusion

In this work, we have extensively experimented with a big collection of hy-
pergraphs (from both CQs and CSPs). We have thus made several interesting
observations, which have been summarized above. For instance, the discrepancy
between hw and ghw seems to be much smaller in practice than the theoretical
factor 3. Moreover, it has turned out that hypergraph parameters such as BIP,
on the one hand, tend to be very small in practice and, on the other hand, low
BIP is indeed very helpful for computing concrete decompositions – especially
GHDs. This leads us to several directions for future work. Further improvements
of our GHD algorithms and implementations are required to increase the number
of “solved” instances. The development of algorithms exploiting low 3-BMIP or
4-BMIP seems to be a natural next step, since the latter parameters tend to be
yet smaller than BIP. On the more theoretical side, it would be very interesting to
settle the open question if bounded BIP also ensures tractable FHD-computation:
so far, we only know that BIP allows for a PTAS for the fhw .
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1 Introduction

Answering Conjunctive Queries (CQs) and solving Constraint Satisfaction Prob-
lems (CSPs) are arguably among the most important tasks in Computer Science.
They are classical NP-complete problems. However, they have tractable frag-
ments for instances where the underlying hypergraphs are acyclic. There has
been active research for several decades to generalize acyclicity with several no-
tions of decompositions and width [4]. Here we focus on generalized hypertree
decompositions (GHDs) and generalized hypertree width (ghw).

Deciding if a given CQ or CSP (strictly speaking, the underlying hypergraph
H) has ghw ≤ k is NP-complete even for k = 2 [3]. However, it was also shown
in [3] that the problem of deciding if a given hypergraph has ghw(H) ≤ k
becomes tractable for fixed k under realistic restrictions. One such restriction
is the Bounded Intersection Property (BIP): a hypergraph H has intersection
width ≤ i (denoted as iwidth(H) ≤ i), if the intersection of any two edges in H
has at most i vertices. A class of hypergraphs satisfies the BIP, if there exists a
constant i, such that every hypergraph H ∈ C has iwidth(H) ≤ i.

In [2], three different algorithms for checking ghw(H) ≤ k (and, if so, com-
puting a concrete GHD of width ≤ k) were implemented and tested on the Hy-
perBench benchmark [2] comprising over 3,000 hypergraphs derived from CQs
and CSPs from various sources. All the algorithms thus implemented rely on
the observation that hypergraphs of CQs or CSPs stemming from applications
tend to have low iwidth. These GHD-computations were purely sequential, even
though one of the algorithms seems to lend itself naturally to parallel processing:
more precisely, this GHD-algorithm is based on so-called “balanced separators”;
at each step of the top-down construction of a GHD, this algorithm searches
for a set of at most k edges {e1, . . . , ek} (= a “balanced separator”), such that
the vertex set e1 ∪ · · · ∪ ek splits the hypergraph into components whose size
(measured in terms of the edges that intersect with each component) is at most
half the size of the component processed by the parent node in the GHD.

Given that many of the experiments reported in [2] had high run times or
were even stopped due to a time out (with default value 3,600 seconds), we
have to look for a different computation strategy. The goal of this work is to
provide a parallel computation of GHDs and to move the GHD-computation to
a powerful cluster. To this end, we adopt the aforementioned GHD-algorithm
? This work was supported by the Austrian Science Fund (FWF):P30930-N35.
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based on balanced separators (referred to as “b-seps”, for short, in the sequel)
and implement it in the Go programming language [1]. Developed at Google
in 2009, it has already seen widespread use by a number of companies such as
Dropbox, CloudFare, Netflix and by Google itself.

Below, we describe the challenges that we have faced in designing a parallel
implementation of the b-seps approach:

– Finding a good design of the main targets for parallelization, namely the
search for the next balanced separator and the recursive calls of the GHD-
computation for the resulting components;

– Finding a way to partition the work space equally among CPUs;
– Designing parallel search to support efficient backtracking;
– Splitting resources equally among the search space during recursive calls;
– Introducing subedges of the edges in the given hypergraph (which is needed to

exploit the low iwidth(H)) while avoiding unneeded combinatorial explosion.

Below, we summarize how we have dealt with the above challenges and we
report on first, promising experimental results. We will show that the parallel ap-
proach is indeed able to significantly speed up the expensive GHD-computations
and that it allowed us to solve some cases which were out of reach with the
previous, purely sequential GHD-implementations in [2].

2 Preliminaries

We assume the reader to be familiar with basic notions such as conjunctive
queries (CQs) and their corresponding hypergraphs. A GHD of a hypergraph
H = (V (H), E(H)) is a tuple 〈T, χ, λ〉 where T = (N,E(T )) is a tree, and χ and
λ are labelling functions, which map to each node n ∈ N two sets, χ(n) ⊆ V (H)
and λ(n) ⊆ E(H). We denote with B(λ(n)) the set {v ∈ V (H) | v ∈ e, e ∈ λ(n)}.
The functions χ and λ have to satisfy the following conditions:

1. For each edge e ∈ E(H) there exists a node n ∈ N such that e ⊆ χ(n).
2. For each vertex v ∈ V (H), {n ∈ N | v ∈ χ(n)} is a connected subtree of T .
3. For each node n ∈ N , we have that χ(n) ⊆ B(λ(n)).

The width of a GHD (ghw) is the size of the largest label for λ. It was shown
in [2] that for a class of hypergraphs enjoying the BIP, one can add polynomially
many subedges of edges in E(H) to ensure B(λ(n)) = χ(n) for every n ∈ N .

For a set of edges S ⊆ E(H), we say two vertices v1, v2 ∈ V (H) are [S]-
connected if there is a path of edges e1, . . . , en ∈ E(H)\S such that v1 ∈ e1 and
v2 ∈ en and for each pair in the path ei, ei+1, i ≤ n − 1 we have that ei and
ei+1 share a common vertex. We define an [S]-component to be a maximal set of
[S]-connected vertices. The size of an [S]-component C is defined as the number
of edges e ∈ E(H) such that e ∩ C 6= ∅. For a hypergraph H and a set of edges
S ⊆ E(H), we say that S is a balanced separator (b-sep) if all [S]-components
of H have a size of |E(H)|

2 or less .
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graph sequential parallel speedup
Dubois-016.xml.hg 668.097 ms 45.39 ms 14.71
rand-25-10-25-87-24.xml.hg 5936.83 ms 879.99 ms 7.84
Nonogram-012-table.xml.hg 73976.08 ms 11057.68 ms 6.69
Pi-20-10-20-30-17.xml.hg 1439.71 ms 200.54 ms 7.17

Table 1. Running times of b-seps algorithm for width 3.

It was shown in [2] that, for every GHD 〈T, χ, λ〉 of a hypergraph H, there
exists a node n ∈ N such that λ(n) is a balanced separator of H. This property
can be made use of when searching for a GHD of size k of a hypergraph H: if
no such separator exists, then clearly there can be no GHD of H of width k.

3 Results

The Go programming language [1] has a model of concurrency that is based on
Hoare’s Communicating Sequential Processes [5]. The smallest concurrent unit
of computation is called a “goroutine”, essentially a light-weight thread.

For the b-seps algorithm, we looked at two key areas of parallelization: the
search for b-seps and the recursive calls. For the search, while testing out a
number of configurations, we settled ultimately on using two types of goroutines:
A number of workers, spawned via a central master goroutine, which starts them
and waits on exactly two conditions (whichever happens first): either one of the
workers finds a b-sep, or none of them do and they all terminate on their own.
In the first case it makes sure all workers terminate and continues the main
computation. For the recursive calls, we so far only spawn a single goroutine
for each of them and wait for each call to return its result (a GHD of the
corresponding subhypergraph).

To split the work equally among the workers during the search, a simple
work balancer (each worker receiving jobs from the central master goroutine)
would address this nicely. However, we found that this introduces a considerable
synchronization delay when compared with splitting up the work beforehand. We
assume here that the choice of edges has only small influence on the time needed
to check if they form a b-sep. Thus we split the search space of size M =

(
N
k

)
by

the number of workers W (and if there is some remainder, we simply increase
the workload of the first (M mod W ) workers by 1). Each worker has its own
iterator, thus minimizing the need for communication during the search.

Our algorithm must support backtracking, i.e., restarting the search and
finding another solution (if it exists). If we do not keep track carefully where
each worker left off when the parallel search halted earlier, we could be forced
to repeat work. We address this by saving the above mentioned iterators, used
by each worker, in the main thread so as to reuse them during backtracking.

Another challenge lies in parallelizing the recursive calls in such a way that
the resources (CPU cores) are split among them, to reduce unnecessary synchro-
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Figure 1. Median speedups for CSP Application instances from [3]

nization delays and not focus too much on one branch of the search tree. We
have not yet found a satisfactory solution for this. One idea would be to go back
to load balancing, and see if it helps with parallelizing the recursive calls, at the
cost of taking away resources from the parallel search of b-seps.

The algorithm needs to compute subedges and consider them as possible
choices for b-seps, as it would otherwise not be complete. The first and obvious
choice is to add all possible subedges in the beginning (adding them globally).
This leads to a combinatorial explosion, and more crucially also leads to many
useless combinations, such as considering multiple subedges from the same orig-
inal edge at once. We address this by adopting the local subedge variant from [3]
and making it more restricted by first finding a balanced separator among the
“original” edges of E(H), and if this leads to a reject case, considering subedge
variants of its edges. We also make sure not to repeat the same subedges by
caching the vertex sets that generate them.

We used our parallel implementation to look at further instances that can
be determined negatively (proving that no GHD of a certain width can exist) or
positively (actually producing a GHD of that width). Our test setup was a cluster
with 11 machines, each with two 12-core Intel Xeon CPU E5-2650 v4, clocked
at 2.20GHz. For the tests, each job ran exclusively on a machine spawning up
to 24 goroutines.

Possible speedups of four sample hypergraphs from HyberBench when com-
pared to a sequential execution1 are showcased in Table 1, where speedup is
simply the sequential time divided by the parallel one. Furthermore, when com-
paring the execution times of the purely sequential version with parallelizing
both the search for b-seps and parallelizing the recursive calls, we observe an
increase in speedups at higher widths, seen in Figure 1. Additionally, we could
produce new results for some previously unsolved instances of the HyperBench
benchmark, thus determining their exact ghw . We are positive that with further
1 ’Sequential execution’ here refers to running the same general algorithm, but rewrit-
ten so that it does not use any goroutines. This version therefore only uses a single
CPU core.
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improvements, we will be able to “fill out the blank spots” on many hypergraphs
of the HyperBench benchmark from [2] and in the process produce a more robust
tool to compute GHDs.

4 Outlook

This paper is about work in progress. The next step will be to incorporate
further optimizations into our Go implementation such as the following: (1)
Applying various heuristics for ordering the hyperedges (to find b-seps faster),
(2) caching of previous computations, and (3) looking at hybrid solutions which
first apply the recursive splitting into subproblems via the b-seps approach and
then (for sufficiently small subproblems) switch to one of the other (sequential)
GHD-algorithms in [2]. The ultimate goal is, at least for all hypergraphs in the
HyperBench benchmark where an upper bound on ghw of at most 6 is known
(i.e., slightly more than 1,500 instances), to be able to compute the precise value
of ghw . Currently, for about half of these instances, the exact ghw is still open.
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2 Linköping University, Sweden
olaf.hartig@liu.se

Abstract. GraphQL is a query language for APIs that has been increas-
ingly adopted by Web developers since its specification was open sourced
in 2015. The GraphQL framework lets API clients tailor data requests
by using queries that return JSON objects described using GraphQL
Schema. We present initial results of an exploratory empirical study with
the goal of characterizing GraphQL Schemas in open code repositories
and package registries. Our first approach identifies over 20 thousand
GraphQL-related projects in publicly accessible repositories hosted by
GitHub. Our second, and complementary, approach uses package reg-
istries to find over 37 thousand dependent packages and repositories. In
addition, over 2 thousand schema files were loaded into the GraphQL-JS
reference implementation to conduct a detailed analysis of the schema in-
formation. Our study provides insights into the usage of different schema
constructs, the number of distinct types and the most popular types in
schemas, as well as the presence of cycles in schemas.

1 Motivation and Approach

The schema of a GraphQL API describes the data and the types of queries
supported by the API. An empirical study of the GraphQL schemas used by open
source projects, therefore, provides useful information about the characteristics
of data interfaces. Currently, there is no comprehensive collection of such schemas
or a tool that helps gather schemas from GraphQL APIs. The goal of the work
presented in this paper is i) to establish a method to extract schemas into a single
collection for analyses and ii) to conduct an empirical analysis of the schemas.

1.1 Data Collection Method

APIs-guru has the most comprehensive list of public GraphQL APIs with links
to endpoints and their documentation. By using APIs-guru, combined with man-
ual effort through keyword searching, we collected 67 schemas of distinct APIs.
Authentication requirements for most publicly available APIs hindered the effi-
ciency and possible automation of schema extraction. Hence, we decided to take
a different approach by extracting schemas from open source repositories from
GitHub and used three sources to identify GraphQL repositories.
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GitHub API As of June, 2018, there were more than 20,000 repositories on
GitHub matching the keyword “graphql” and 2,000 repositories matching the
keywords “graphql api”.

Libraries.io API Decan et al. [1] explored security vulnerabilities of NPM pack-
ages that were dependent on vulnerable packages. Following a similar method,
we identified over 37,000 repositories dependent on GraphQL reference imple-
mentations.

GHTorrent Archived data of GHTorrent is hosted on Google’s Big Query plat-
form. We identified over 5,000 repositories matching the keyword “graphql”.

Table 1. Summary of GraphQL
repositories identified.

Method NumRepositories

GitHub API 20,635
Libraries.io API 37,588

GHTorrent 5,188

Table 2. Number of dependent repositories
for the most popular implementations.

Package language Count

NPM/graphql JavaScript 12,700
Pypi/graphene Python 310

Rubygems/graphql Ruby 470

By using string search for schema for every repository file’s full file-path, it
was possible to identify exact path of potential schema files and their repository
data. Our assumption is that this method returns a considerable portion of
actual schemas available such that this portion is representative for the entire
population of GraphQL schemas publicly availables. We found that schema files
are most often named schema.json, schema.js, and schema.graphql for single-file
schemas. For modular schemas, the files are most often separated by types,
queries, mutations, and subscriptions but are contained in directories with the
name schema or schemas.

After downloading all potential schema files, we tried to load each of them
via GraphQL-JS. A successful attempt indicated a valid schema and a failure
indicated an invalid schema or an irrelevant file. We identified duplicates through
several methods including Levenshtein distance and cosine similarity.

2 Analysis Results

We identified a total of 2,777 valid but non-distinct schemas using the proposed
method. 1,880 files were unique JSON-formatted schemas. We also conducted
an exhaustive search excluding the “schema” keyword on all GraphQL-related
repositories to collect a larger list of 3,949 schemas. The union of the two methods
resulted in 4,095 schemas and, by using cosine similarity to filter duplicates, 2,081
schemas were unique. Figure 1 illustrates the number of schemas per source and
the overlap of sources. This illustration shows that the different approaches to
collect GraphQL schemas are non-redundant.
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Fig. 1. Number of schemas by sources. Fig. 2. Number of cycles per schema.

To estimate our recall, we downloaded all .json and .graphql files from all
repositories found with the keyword “graphql”. By using the 3,949 valid schema
counts, the estimated recall of our method is ca. 70% and the precision is 1.8%.

There are five major components of GraphQL schemas that describes the
supported operations: Query, Object, Mutation, Subscription, and Directive.
While every GraphQL server needs to support queries, which fetch information
about data objects, other operations are not necessarily required. Only about
20% of the schemas have the Subscription type that can push information, while
about 70% have the Mutation type via which the stored data can be changed.

Table 3. Number of non-empty
components in the 2,081 schemas.

Schema components Frequency

object types 2,079
query type 2,079
directives 2,059

mutation type 1,440
subscription type 414

Table 4. The ten most common object types.

Object type Frequency

Node 1,009
PageInfo 922

User 879
UserConnection 336

UserEdge 307
BatchPayload 220

Viewer 215
UserPreviousValues 190

Post 182

Object types dictate what information is exchanged between the users and
the servers. We find that even after excluding scalar types and type definitions
such as Query and Mutation, the most common types are generic types affiliated
with reference implementations as shown in Table 4. Node is a reserved interface
type for reference implementations such as Apollo and Relay with an identifier
field and is the most common.

We traversed each schema in its JSON format recursively to identify their
levels of nesting. We find that the median number of levels is 9 and the median
number of levels only considering object types is 6. Excluding introspection and
scalar type definitions, most schemas have only one level of nesting.

3 Cycles in GraphQL Schemas

Another interesting question is whether the relationships between the types in
the schemas form directed cycles, because only if such cycles exist, the data
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exposed via a GraphQL API may contain directed cycles and these, in turn,
may cause an undesired overhead during query processing [2].

Hence, we analyze GraphQL schemas as directed graphs. The vertices in such
a graph for a given schema correspond to the object types, the interface types,
and the union types in the schema. For every field definition whose value type is
based on one such type, the graph contains an edge from the vertex that repre-
sents the type in which the field definition appears to the vertex that represents
the value type of the field definition. Additionally, there are edges from interface
types to their implementing object types and, similarly, from union types to
their participating object types. In this paper we focus only on simple cycles;
that is directed cycles in which repetition of vertices is not allowed.

For the analysis we use a program3 that loads a schema, generates the cor-
responding graph representation of this schema, and then enumerates the sim-
ple cycles in the generated graph. For the latter step, the program applies a
combination of Johnson’s algorithm [3] to enumerate the cycles and Tarjan’s
algorithm [4] to first divide the graph into its strongly connected components,
which is a prerequisite of Johnson’s algorithm. To run the program for each of
the 2,094 schemas we use an ordinary desktop computer with 8 GB of RAM.

We find that 832 of the 2,094 schemas (39.7%) contain at least one simple
cycle. For a more detailed analysis of these cycles we can, unfortunately, focus
only on 788 of the 832 schemas; the other 44 schemas contain so many simple
cycles (at least 10M in each of them) that enumerating these cycles causes the
program to crash with an out-of-memory exception.

The distribution of the number of cycles in the remaining 788 schemas is
illustrated in Figure 2. As can be observed, the distribution resembles a power
law. In more detail, 2 schemas contain more than 100K cycles (that is 0.3% of
the 788 schemas), where the maximum is 256,348 cycles; 9 schemas contain more
than 10K cycles (that is 1.1%); 41 schemas contain more than 1K cycles (5.2%);
73 contain more than 100 cycles (9.3%); 152 contain at least 10 cycles (19.3%),
and 543 contain more than one cycle (68.9%). Hence, 31.1% contain exactly one
cycle only.

Moreover, the average length of all cycles within each schema ranges from 2.0
to 20.5, but there is no correlation between this average length and the number
of cycles. Similarly, we do not find a correlation between the number of cycles
and the number of vertices or edges.

4 Concluding Remarks

This preliminary report describes our approach to collect and analyze thousands
of GraphQL schemas from open project repositories. Initial descriptive and struc-
tural properties of the collected schemas were presented. The collection has also
enabled additional analysis (not included in this contribution) such as temporal
characteristics of repository commits and co-committer relationships.

3 https://github.com/LiUGraphQL/graphql-schema-cycles
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Pontificia Universidad Católica de Chile

Abstract. Although the amount of RDF data has been steadily increas-
ing over the years, the majority of information on the Web is still residing
in other formats, and is often not accessible to Semantic Web services.
A lot of this data is available through APIs serving JSON documents. In
this work we propose a way of extending SPARQL with the option to con-
sume JSON APIs and integrate the obtained information into SPARQL
query answers. Looking to evaluate these queries as efficiently as possible
we present an algorithm that produces “worst-case optimal” query plans
that reduce the number of requests as much as possible. We also do a set
of experiments that empirically confirm the optimality of our approach.

1 Introduction

The Semantic Web provides a platform for publishing data on the Web via the
Resource Description Framework (RDF). Having a common format for data dis-
semination allows applications to access data obtained from different sources.
However, the majority of the data available on the Web today is still not pub-
lished as RDF, which makes it difficult to connect it to Semantic Web services.
A huge amount of this data is made available through Web APIs which use a
variety of different formats to provide data to the users.

We think that is important to make all of this data available to Semantic Web
technologies, in order to create a truly connected Web. We propose an extension
of SPARQL that allows us to connect to Web APIs, extending query answers
with data obtained from a Web Service, in real time and without any setup.

With the ability of querying endpoints and APIs in real time we face an even
more challenging task: How do we evaluate such queries? Connecting to APIs
poses an interesting new problem from a database perspective, as the bottleneck
shifts from disk access to the amount of API calls. Hence, to evaluate these
queries efficiently we need to understand how to produce a query plan for them
that minimizes the number of calls to the API.
Work supported by Millennium Institute for Foundational Research
on Data (IMFD), Chile. This work was presented in ESWC 2018. [7]

2 SERVICE-to-API Queries

We extended the SERVICE operator to allow SPARQL to query Web APIs. We
call a query that uses this extended SERVICE a SERVICE-to-API query. We as-
sume the reader is familiar with the syntax and semantics of SPARQL 1.1 query
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language [6]. We concentrate on the so-called REST Web APIs, which communi-
cate via HTTP requests,assuming that all API responses are JSON documents.
To illustrate how our extension works we will use the following example:

Example 1. We find ourselves in Scotland in order to do some hiking. We obtain
a list of all Scottish mountains using the WikiData SPARQL endpoint, but we
would prefer to hike in a place that is sunny. This information is not in WikiData,
but is available through a weather service API called weather.api. This API
implements HTTP requests, so for example to retrieve the weather on Ben Nevis,
the highest mountain in the UK, we can issue a GET request with the IRI:

http://weather.api/request?q=Ben_Nevis

The API responds with a JSON document containing weather information,
say of the form

{"timestamp": "24/10/2017 11:59:07", "temperature": 3,

"description": "clear sky", "coord": {"lat": 56.79, "long": -5.02}}

Therefore, to obtain all Scottish mountains with a favourable weather all we
need to do is call the API for each mountain on our list, keeping only those
records where the weather condition is "clear sky". One can do this manually,
but this quickly become cumbersome, particularly when the number of API calls
is large. Instead, we propose to extend the functionality of SPARQL SERVICE,
allowing it to communicate with JSON APIs such as the weather service above.
For our example we can use the following (extended) query:

SELECT ?x ?l WHERE {

?x wdt:instanceOf wd:mountain . ?x wdt:locatedIn wd:Scotland .

?x rdfs:label ?l .

SERVICE <http://weather.api/request?q={?l}>{(["description"]) AS (?d)}

FILTER (?d = "clear sky")

}

The first part of our query is meant to retrieve the IRI and label of the moun-
tain in WikiData. The extended SERVICE operator then takes the (instantiated)
URI template where the variable ?l is replaced with the label of the mountain,
and upon executing the API call processes the received JSON document using
an expression ["description"], which extracts from this document the value
under the key description, and binds it to the variable ?d. Finally, we filter
out those locations with undesirable weather conditions. ut

We proposed a way to implement the overloaded SERVICE operation on top
of any existing SPARQL engine. To do so, we partition each query using this
operator into smaller pieces, and evaluate these using the original engine when-
ever possible. The answers given by the engine are extended with the results
provided by the APIs. A full specification can be found in [7].

But can we optimize this queries? We discover that for SERVICE-to-API
queries the bottleneck are the API calls. This is mostly because HTTP requests
are slower that disk access and its something that we cannot control. So if we
want to evaluate queries as efficiently as possible we need to do the least amount
of API calls as possible. Then, can we reformulate query plans to make sure we
are making as few calls as possible?

2
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3 A Worst-case optimal algorithm

What we did is to propose an algorithm that is optimal in the worst case. This
algorithm does not make more calls than the number we would need in the worst
case over all graphs and APIs of a given size. For matters of space we will not
explain all the algorithm and the proofs. The details can be found in [7].

Our algorithm is inspired by the optimal plan exhibited in [1,5] for conjunc-
tive queries. To illustrate it, consider the SERVICE-to-API query of the exam-
ple1. Note that the query is formed of basic graph patterns and a SERVICE-to-
API pattern. We treat each basic graph pattern as a relation and each SERVICE-
to-API as a relation with access methods (see e.g. [2,4]).

Then we can think that a SERVICE-to-API query has the form Q = R1 |><|

R2 |><| . . . |><| Rm. For the sake of presentation we consider that Rj (1 ≤ j ≤ m)
can represent a basic graph pattern or a SERVICE-to-API pattern where its
attributes are the variables of the basic graph pattern or the input and output
variables of the API. Then, let A1, . . . , An be an enumeration of all attributes
(variables of SPARQL) involved in Q, in order of their appearance. Starting from
Q, we construct a query Q∗ = ∆n, where the sequence ∆1, . . . ,∆n is defined as:

∆1 = πA1(R1) |><| . . . |><| πA1(Rm).

∆i = ∆i−1 |><| πA1,...,Ai
(R1) |><| . . . |><| πA1,...,Ai

(Rm).

The idea is to process the query variable by variable. First we obtain the
result of the intersection of all A1 from the BGPs, and then we extend such
BGPs with the values obtained from APIs where their input is the attribute
A1. Then we resolve the join for BGPs with variables A1 and A2 (considering
the results of the previous iteration) and we extend the results with the output
of the APIs with inputs A1 and A2. We continue this process until answer the
query.

Our main result is the following. Take any SERVICE-to-API query Q, and
a database D. Denote by MQ,D the maximum size of the projection of any
relation appearing in Q over a single attribute in the database D. Furthermore,
let 2ρ

∗(Q,D) be the AGM bound [1] of the query Q over D, i.e. the maximum
size of the output of Q over any relational database having the same number of
tuples in each relation as D. Then we can prove the following:
Theorem 1. Any feasible join query under access methods Q can be evaluated
over any database instance D using a number of calls in

O(MQ,D × 2ρ
∗(Q,D)).

4 Experiments

We wanted to give empirical evidence that the worst-case optimal algorithm of
Section 3 is indeed a superior evaluation strategy for executing queries that use
API calls. To construct a benchmark for SERVICE-to-API patterns we reformu-
late the queries from the Berlin benchmark [3] by designating certain patterns
in a query to act as an API call.

3
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Algorithms. We consider three algorithms for SERVICE-to-API patterns: (1)
Vanilla, a naive implementation without optimization; (2) Without duplicates,
the base algorithm that uses caching to avoid doing the same API twice; and
(3) WCO, the worst-case optimal algorithm of Section 3.
Results. The number of API calls done for each of the three versions of our
algorithm are shown in Table 1. As we see, avoiding duplicate calls reduces the
number of calls to some extent, but the best results are obtained when we use
the worst-case optimal algorithm. We also measured the total time taken for the
evaluation of these queries. Query times range from over 8000 seconds to just
0.7 seconds for the Vanilla version, and in average the use of WCO reduces by
40% the running times of the queries.

Q1 Q2 Q3 Q4 Q5 Q7 Q8 Q10 Q12 AVG

Vanilla 5332 77 5000 5066 2254 15 1 7 1 0%

W/O Duplicates 4990 3 4990 4990 608 15 1 7 1 20%

WCO 2971 0 3284 4571 608 13 0 0 1 53%
Table 1. The number of API call per query for each algorithm. WCO plans average
53% reduction in API calls.

5 Conclusion

In this paper we propose a way to allow SPARQL queries to connect to HTTP
APIs returning JSON. We give an intuition of the syntax and the semantics of
this extension, discuss how it can be implemented on top of existing SPARQL
engines, show an sketch of a worst-case optimal algorithm for processing these
queries, and show the usefulness of this algorithm in practice. In future work,
we plan to support formats other than JSON, and explore how to support it in
public endpoints.
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Abstract. Much of the data found in practice resides in relational DBs.
However, many contemporary analytical tasks are performed on graphs.
Property graphs are currently one of the most prevalent data models
for graph data management in industry. Therefore, a key challenge is to
understand the fundamental relationships between relational databases
and property graph databases. This paper reports our ongoing work
towards understanding these relationships by proposing R2PG-DM, a
direct mapping of relational databases to property graphs. Given a re-
lational database schema and instance, a direct mapping generates a
corresponding property graph instance. The semantics of our mapping
is defined using Datalog. Our work is inspired by existing approaches
for direct mappings of relational databases into earlier graph data mod-
els. Future work is to study our mapping with respect to fundamental
properties such as information and query preservation.

1 Introduction

A major class of contemporary data analytics focuses on gaining insights from the
rich complex patterns found in graph-structured data collections such as social,
communication, financial, biological, and mobility networks [1]. For example,
investigative journalists have recently found, through graph analytics, surprising
social relationships between executives of companies within the Offshore Leaks
financial social network data set, linking company officers and their companies
registered in the Bahamas.3 Property graphs (PG) are currently one of the most
prevalent data models for the management of such data in industry [1]. A PG
is an edge- and node-labeled directed multigraph where both edges and nodes
have associated sets of properties, i.e., key-value pairs.

The Offshore Leaks PG was constructed as a mapping from relational database
(RDB) sources.4 Indeed, much of the data found in practice resides in RDBs.
Therefore, a key challenge is to understand the fundamental relationships be-
tween RDBs and PGs. A crucial first step in exploratory graph analytics on

3 International Consortium of Investigative Journalists. https://offshoreleaks.icij.org/
4

https://www.icij.org/blog/2013/06/how-we-built-offshore-leaks-database/
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RDBs is to transform the database into a PG. Only then can the basic graph
structure be explored and new relationships discovered using contemporary graph
database systems.

This motivates the study of direct mappings from RDBs to PGs. A direct
mapping is a transformation from RDBs to PGs which (1) is domain and schema-
independent, i.e., works regardless of the source database schema and instance,
and (2) transforms the content of the source instance into a target instance, i.e.,
given a RDB instance generates a corresponding PG instance.

State of the art. Most approaches to graph analytics over relational data
extract graphs as user-specified views on relational data, e.g., [3,8]. This requires,
however, that the user already fully understands the desired graph view, which
is overly restrictive in the common case of exploratory graph analytics.

The study of direct mappings from relational to property graphs is not as
well-developed. Of the small handful of approaches, the focus has been on opti-
mized layout for efficient query processing or mappings which are lossy or obfus-
cate the input RDB schema [4,5,7,9]. Furthermore, all current direct mappings
are defined procedurally (i.e., defined with pseudo-code), making it difficult to
formally reason about their correctness and other basic properties.

Our contributions. In this short note, we report on our work-in-progress on
R2PG-DM, a declarative direct mapping from RDB to PG. R2PG-DM losslessly
transforms both the source instance and schema while also intuitively preserving
the original structure of the input RDB. Our work is inspired by the approach of
Sequeda et al. to direct mappings from relational to RDF graphs, the W3C stan-
dard for sharing graph-structured data on the web [6]. We present R2PG-DM by
example and outline the basic research questions we are currently investigating
in our study of the connections between RDB and PG.

2 RDBs, PGs, and direct mappings
Let D be an enumerable set of data values containing the special value null, and
let A be an enumerable set of attribute names containing the special attribute
tid. An RDB schema is a triple S = (R, att,Σ), where R is a finite set of relation
names, att is a function assigning to each r ∈ R a finite set att(r) ⊆ A \ {tid},
and Σ is a finite set of primary and foreign keys over R and att.5 For r ∈ R, an
r-tuple is a function t : att(r) ∪ {tid} → D such that t(tid) 6= null. An instance I
of S is an assignment to each r ∈ R of a finite set I(r) of r-tuples satisfying Σ,
such that for distinct t, t′ ∈ ⋃

r∈R I(r) it holds that t(tid) 6= t′(tid). An example
schema and instance is given in Figure 1 (top left).

A property graph is a structure (V,E, e, `, p) where V is a finite set of vertices,
E is a finite set of edges, e is a function assigning an ordered pair of vertices
to each edge (i.e., the source and target vertices of the edge, resp.), ` assigns a
finite set of labels to each vertex and edge (from some domain of labels), and
p assigns a finite set of key-value pairs to each vertex and edge. An example
property graph is given in Figure 1 (bottom left).

5
https://en.wikipedia.org/wiki/Foreign_key
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Fig. 1. (top left) An RDB (S, I), where primary key attributes are underlined, partnerA
and partnerB of Partners are foreign keys to name of Person, and location of Partners is
a foreign key to cname of City. (bottom left) The property graph R2PG-DM(S, I) and
(right) its representation with predicates V ertex, Edge, and Property.

Let PG denote the set of all PGs and RDB denote the set of all pairs (S, I)
where S is an RDB schema and I is an instance of S. A direct mapping is a total
function from RDB to PG.

3 The R2PG-DM direct mapping
We next informally present R2PG-DM, a direct mapping which addresses the
shortcomings of current solutions discussed in Section 1. With R2PG-DM, RDB
relations are interpreted as classes of “things” (i.e., labeled vertices) and foreign-
key relationships are interpreted as edges between these things. In particular:

– each input r-tuple t is represented in the output graph by a vertex v (iden-
tified by t(tid)), which is labeled with r, the name of the relation to which t
belongs; furthermore, v has key-value pair (a, t(a)), for each a ∈ att(r).

– for each foreign key relationship f ∈ Σ (from, say, relation r to relation
s), for each pair of tuples t ∈ I(r) and t′ ∈ I(s) participating in f , this
relationship is represented by an edge with label r-s from vertex vt to vertex
vt′ , representing t and t′, respectively.
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Similarly, as there currently does not exist a standard PG schema language,
the input schema is also fully represented in the output PG, e.g., each relation
and each attribute of a relation is represented by a vertex, and foreign keys are
represented by edges between the relevant attributes of relations, etc. Figure 1
illustrates an RDB database (S, I) and PG translation R2PG-DM(S, I). We omit
here the translation of S to PG, and only illustrate the translation of I.

Clearly, each component of the R2PG-DM mapping can be specified by a
declarative non-recursive Datalog query [2] over the source DB represented using
a fixed set of predicates (see Section 4.1 “Storing relational databases” of Sequeda
et al. [6]), with the target PG represented by three predicates V ertex, Edge, and
Property capturing the vertices, edges, and the key-value properties associated
with vertices and edges, respectively. This is illustrated in Figure 1 (right).

4 Ongoing research
Our ongoing work proceeds along three lines. First, we are proceeding with a
formal study of R2PG-DM, establishing basic properties such as information and
query preservation [6]; we hypothesize that R2PG-DM generates a graph that is
isomorphic as a graph generated by the direct mapping of [6]. Moreover, we are
studying how to extend R2PG-DM in order to generate a graph with properties
on edges, taking full advantage of the data model. Second, we are developing
practical tools for efficient and scalable R2PG-DM, to be made available as
open source code. Third, we aim to extend the R2PG-DM approach to support
customized mappings for the cases where there is a schema defined on the target
instance (e.g., mapping the relational schema S to an equivalent PG schema).
This builds upon ongoing efforts towards standards for PG schema languages.6
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Abstract. G-CORE is a query language with two key characteristics: It
is closed under graphs and incoporates paths as first-class citizens. Cur-
rently G-CORE does not have recursion. In this paper we propose this
extension and show how to code classical polynomial graph algorithms
with it.
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1 Introduction

G-CORE is a graph database query language designed by a working group be-
longing to the Linked Data Benchmark Council [1]. One of its most novel features
is the ability to express paths as first-class citizens. However, path queries are
still not enough to express a wide variety of ”natural” queries, particularly clas-
sical graph algorithms like topological sort, BFS, Eulerian circuit, etc.

We propose to extend G-CORE with (linear) recursive functionalities by
introducing a syntax and a semantics that essentially follow the ideas of similar
constructs in SQL and SPARQL1. What is more novel is that we take the core
basic polynomial algorithms in graph theory and show, first, that they cannot
be coded in standard G-CORE; and second, how to write queries that code
them in G-CORE extended with linear recursion. Finally, we tested the code
in an evaluator for G-CORE that is being developed by Roberto Garćıa at the
University of Talca.

Basic Notions. A Path Property Graph (PPG) is an edge and node labeled
graph where edges and nodes additionally have property-value pairs. In addition,
a PPG may also have a collection of paths, where a path is a concatenation of
existing, adjacent, edges in the graph.

A basic G-CORE query is an expression of the form:

CONSTRUCT f MATCH γ ON G WHERE ξ (1)

where f is a full construct pattern, γ is a full graph pattern and ξ a Boolean con-
dition [2]. The core of a G-CORE query consists in the complete graph pattern
γ that defines the content of the MATCH clause. The MATCH clause is evaluated
against the PPG G and returns a set of bindings that are filtered with the WHERE
clause, to finally build a new PPG H with the CONSTRUCT clause.

1 Ongoing research
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Related Work. Adding recursion to database query languages has been ex-
tensively studied both from a theoretical [3] as well as from a practical point
of view (e.g. SQL, SPARQL [4, 5]). In SQL it was included in the SQL-99 stan-
dard and was developed via common table expressions (CTE'S) that have a base
SELECT statement and a recursive SELECT statement, that allows to express
graph queries like DFS, BFS, topological sort, connected components, etc. Since
queries must be linear and many interesting queries are not [6], optimizations
have been proposed in [7, 8] (r-sql proposal) that allow only linear recursion and
not the explicit negation that is a limitation when implementing recursion [3].

The graph algorithms BFS and DFS were implemented in [9] with the recur-
sive SQL operator, where only trees were allowed as input since otherwise the
query would loop infinitely. The topological order was studied in [10], making a
BFS starting from the node whose outdegree is zero. In the case of the connected
components it is shown in [11] how to obtain them adding recursion.

For SPARQL, Reutter et al [5] proposed a recursion operator based on SQL
and make a comparison with property paths. In their study they formalize the
syntax of the recursive operator and develop algorithms for evaluating it in
practical scenarios. Also, a comparative study of the expressiveness of property
paths and the recursive SQL operator was made in [6].

2 Adding a Recursive Operator to G-CORE

Among the main issues when adding recursion to query languages are the com-
plexity of the evaluation, the expressiveness and the efforts to keep the declar-
ative character of queries. From a theoretical point of view, recursive operators
are based on the theory of least fixed points [3], that is, the increasing accu-
mulation of results until eventually the evaluation does not add anything else
and stops. Our proposal follows these ideas and is based both on the recursive
SPARQL operator defined by Reutter et al [5] and the recursive SQL operator
[4].

Proposed Syntax of linear recursive queries.

WITH RECURSIVE t AS { qbase UNION qrec } qout, (2)

where t is a temporary PPG, qbase is a usual G-CORE query, qrec is a positive G-
CORE query that can use the temporary graph t and qout a recursive G-CORE
query itself.

Semantics of recursive queries. First, recall that the queries qbase and qrec are
usual G-CORE queries, therefore, are of the form (1). Second, recall that the
evaluation of a usual query of the form (1) against a PPG G outputs a binding
table M(G), and from it the CONSTRUCT clause returns the PPG consisting of
the union of f(`) for each ` ∈ M(G). In what follows we will denote by Mb

the binding table and by Cb(`) the PPG returned by the CONSTRUCT clause of
over the row ` of Mb of the base query qbase. Similarly we denote Cr and Mr

respectively for the query qrec.
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Proposed Semantics of linear recursive queries. Let q be a recursive G-CORE
query (like (2)) and G be a PPG. The answer ans(q,G) of the query corresponds
to the least fixed point of the sequence given by:

G0 = G, G−1 = ∅,
Gi+1 = Gi ∪ {ans(qrec, G+ (Gi −Gi−1))},

where: (1) the difference (Gi−Gi−1) is similar to the G-CORE difference operator
defined in [2], except that the difference of the sets of nodes is redefined as
(Ni\Ni−1) ∪ {a ∈ Ni−1 : a is adjacent in Gi to a node in Ni\Ni−1}; and (2)
the semantics of ans(q,G + H) means the match of q can use G or H or both
(note that ans(q,G ∪H) would not the same).

The answer ans(q,G) of the recursive G-CORE query q over G is given by
the following procedure:

Algorithm 1 Computing the answer of a recursive query in G-CORE

Data: PPG G, Queue of PPG'S Q = ∅, PPG t = ∅
for each row l of the binding table Mb(G) do

Insert(Cb(l), Q)

while Q 6= ∅ do
Set r ← Extract(Q)
t← t ∪ r
for each row l of the binding table Mr(G + r) do

Insert(Cr(l), Q)

return ans(qout, t + G)

The idea is simple: first with the base query we construct the base case. Then
with the recursive query we recursively construct a temporary graph which codes
the solution that the output query will use.

Thus, first we begin with the queue Q empty and the temporary graph t
empty. Then we evaluate the matching clause of qbase and for each row of the
produced binding table Mb(G), insert Cb(l) into Q. Then we enter the while loop.
As long as Q 6= ∅, we extract the top element of Q and update the temporary
graph with it. Then for each row ` of the binding table Mr(G+r) obtained from
the query qrec against G+r (recall that this means that it could use the original
graph G as well as the recently obtained graph r), we insert into the queue Q
the new results obtained by the recursive construct Cr(l). When we exhaust the
queue Q the temporary graph t is finally ready to be used, and the query qout is
evaluated against t+G. If qout is a standard G-CORE query the process outputs
the result. If qout is a recursive G-CORE query, we proceed as before again.

Notice that the fixed point exists whenever the query is monotone. On the
form of query definition in (2) and tis semantics restricts queries to be linear
[3–5, 11], that is, you can consult only the new elements added to t.
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3 An Example: Topological Sort

In graph theory there are problems that have been widely studied and can be
solved recursively in polynomial time. Due to space restriction, we will show as
an example how the case of topological sort can be coded in recursive G-CORE.

Fig. 1. A PPG G that represents hierarchy of a company

The classic algorithm to obtain the topological sort given an acyclic directed
graph is Kahn algorithm (1962). It is not difficult to see that topological sort
cannot be expressed in G-CORE. The next query illustrates with the graph of
Fig. 1 how to code topological sort in G-CORE:

WITH RECURSIVE t AS (

CONSTRUCT (n) SET n.depth :=0,

MATCH (n) ON G,

WHERE NOT EXISTS (CONSTRUCT (y),

MATCH (n)-[:BossOf]->(y) ON G)

UNION{

CONSTRUCT (x) SET x.depth:=n.depth+1,

MATCH (x) ON G,

(n) ON t

WHERE EXISTS (CONSTRUCT (x),

MATCH (x)-[:BossOf]->(n) ON G)}

SELECT z.id,

MATCH (z) ON t,

ORDER BY MAX(z.depth) DESC

The above query first looks for those nodes which have no outgoing edges (base
case) and are assigned with depth equal to 0 as a property. Then the recursive
case comes and the nodes which have out edges to the nodes of the base case are
added with property depth equal to 1 and so on until all the nodes in G have
been added. Finally, we order by depth and we take the maximum value of the
property depth.
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1 Introduction

Despite the intention of RDF, the data model for the Semantic Web, to sup-
port reasoning about RDF data (as witnessed e.g. by three different semantics
for RDF – simple/RDF/RDFS entailment – or accompanying standards like
OWL), SPARQL, the standardized query language for RDF, lacks some support
of including such reasoning into query answering, as was noted e.g. in [6, 1].

One major cause of this is that SPARQL only makes partially use of cer-
tain answers, which are the semantics commonly applied in reasoning scenarios.
While not fully supporting certain answers might be a reasonable decision when
looking at the costs of evaluating and (for a user) understanding a query, it
negatively affects the power of SPARQL. As a result, in recent years suggestions
have been made how to cover different aspects of reasoning about RDF data (e.g.
blank nodes under RDF simple entailment [6]; OWL reasoning [1]) in SPARQL
by adopting a certain answer semantics.

However, as observed in [1], just applying the usual definition of certain
answers to SPARQL can, in certain cases, be unnecessarily restrictive. To better
illustrate these situations, let us first recall the definition of certain answers.

Given an RDF graph G (possibly extended by some additional information),
most reasoning formalisms define the semantics of G in terms of an (infinite) set
models(G) of RDF graphs implied by G. Query answering in such a setting is
then commonly defined in terms of the certain answer semantic: for a query Q,
the certain answers certain(Q,G) (w.r.t. some reasoning formalism) are

certain(Q,G) =
⋂
G′∈models(G)Q(G′),

where Q(G′) denotes the result of evaluating Q over the RDF graph G′.
While this definition can be immediately applied to SPARQL queries, prob-

lems arise e.g. when looking at the OPTIONAL operator, or more precisely at the
weakly monotone classes of SPARQL queries, like the well-designed queries [10].

Example 1. Consider the SPARQL query Q

SELECT ?auth, ?award WHERE {?auth writes ?b} OPTIONAL {?b receives ?award}
and an RDF graph G = {(a, writes, b)}. Assuming that models(G) contains all
supersets of G (like e.g. under the RDF simple semantics), certain(Q,G) = ∅.
? This work was supported by the Austrian Science Fund (FWF): P30930-N35
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Given that (a, writes, b) ∈ G′ for every G′ ∈ models(G), this is an unintu-
itive result. However, the mapping µ = {(?auth, a)} is no certain answer be-
cause it is not part of Q(G′) for every G′ ∈ models(G). For example, take
G′ = G ∪ {(b, receives, p)}. Then Q(G′) = {{(?auth, a), (?award, p)}}.

What makes this situation unintuitive is that while µ /∈ Q(G′), an extension
of µ is contained in Q(G′). In fact, weakly monotone queries are exactly those
queries Q where for all pairs of RDF graphs G ⊆ G′ the result Q(G′) contains a
not necessarily proper extension of every mapping in Q(G) [3].

To account for this, based on the notion of subsumption (a mapping µ′ sub-
sumes a mapping µ if µ′ extends µ), an alternative certain answer semantics was
proposed in [1]. One challenge in devising such a semantics is to avoid introducing
unjustified subsumed mappings to the certain answers.

Example 2. Consider the query Q from Example 1 and let the RDF graph G1 be
the RDF graph G′ from Example 1. Assuming models(G1) to contain all super-
sets of G1, one would expect certain(Q,G1) = {{(?auth, a), (?award, p)}}, while
there is no justification for {(?auth, a)} ∈ certain(Q,G1). However, for G2 =
G1 ∪ {(a, writes, c)}, intuitively certain(Q,G2) = {{(?auth, a), (?award, p)},
{(?auth, a)}}. This is because, unlike for G1, over each graph in models(G2) at
least two different mappings contribute a solution, namely {(?auth, a), (?b, b),
(?award, p)} and {(?auth, a), (?b, c)}. However, due to projection, these two
mappings may lead to the same solution: for G3 = G2∪{(c, receives, p)} we get
(under set semantics) Q(G1) = Q(G3). Under bag semantics, Q(G1) and Q(G3)
still contain the same mapping, but it occurs once in Q(G1) and twice in Q(G3).

As a result, these two cases cannot be distinguished under set semantics, which
prevents a definition of certain answers that acknowledges the differences be-
tween these cases. In [1] this was resolved by excluding all subsumed mappings
from the certain answers. E.g., in the above example, {(?auth, a), (?award, p)}
would be the only certain answer for both, G1 and G2. While being a sensible
definition, it is nevertheless a little ad hoc.

Given recent advances in SPARQL query answering and reasoning under bag
semantics (cf. [6, 9, 2, 4, 5]), in this ongoing work we are revisiting the definition of
a certain answer semantics for SPARQL under bag semantics, with the final goal
to devise a certain answer semantics that (more) adequately describes the certain
information returned by weakly monotone queries. This submission does not
present new results, but suggests a possible certain answer semantics, (hopefully)
showcasing that revisiting certain answer semantics for SPARQL is worthwhile.

2 Subsumption between Bags

A possible way of defining a certain answer semantics that faithfully includes sub-
sumed mappings is to introduce a “subsumption-aware” variant of bag-intersection.

Towards this goal, we fix some notation. A mapping µ is a set of pairs (?xi, vi),
each pair denoting µ(?xi) = vi. A bag M of mappings is a collection of mappings
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that may contain each mapping more than once. We write cardM (µ) to denote
the number of times a mapping µ occurs in bag M (if clear, M may be dropped;
if we do not specify cardM (µ), we assume 1 by default). In this submission, we
will assume RDF graphs to be sets, while we assume query results to be bags of
mappings, a setting sometimes referred to as set-bag semantics in the literature.

Having settled this, we first have to extend the notion of subsumption to
bags. For sets L, R of mappings, subsumption L v R holds when for every
mapping µ ∈ L there exists a mapping µ′ ∈ R such that µ ⊆ µ′. Similar to
homomorphisms (cf. [7]), there are several possibilities for extending subsump-
tion to bags L,R of mappings: one could just apply the definition for sets, or one
could demand that for every mapping µ ∈ L there exists µ′ ∈ R such that µ ⊆ µ′

and cardL(µ) ≤ cardR(µ′). While it would be interesting to study the effects of
these definitions, for our purpose they are too weak. For example, they cannot
resolve the situation described in Example 2: under both defintions, Q(G1) and
Q(G2) would subsume each other. Thus a subsumption based definition of cer-
tain answers could not distinguish Q(G1) from Q(G2), despite our intention that
certain(Q,G2) = Q(G2), but not Q(G1).

We thus use a stricter definition for subsumption between bags, and say that a
bag L is subsumed by a bag R, written L vb R, if there exists a mapping h : L→
R such that µ v h(µ) for all µ ∈ L and cardR(µ′) ≥∑

µ∈L : h(µ)=µ′ cardL(µ) for

all µ′ ∈ R (this corresponds to the additive homomorphisms in [7]).
Next, we say that a bag M of mappings is vb maximal w.r.t. a property Ω if

M satisfies Ω and there is no M ′ satisfying Ω such that M vM ′ but M ′ 6vM .
It is an interesting observation at this point that sets M1 6= M2 of mappings

may satisfy M1 vM2 and M2 vM1 (just consider the mappings in Example 2),
while (for bags or sets) B1 vb B2 and B2 vb B1 implies B1 = B2.

The notion of vb-maximal bags now allows us to define L∩v R, a version of
bag-intersection that retrieves maximal information from both, L and R: for two
bags L, R of mappings, let L ∩v R be a vb-maximal bag M such that M vb L
and M vb R. Unfortunately, the result of this operator is not necessarily unique.

Example 3. Let L = {{(x, 1), (y, 1), (u, 1)}, {(v, 1)}} andR = {{(x, 1), (y, 1), (v, 1)},
{(u, 1)}} be two bags of mappings. Then M1 = {{(x, 1), (y, 1)}} and M2 =
{{(u, 1)}, {(v, 1)}} are both vb-maximal w.r.t. being subsumed by L and R.

However, we will discuss next that in many cases ∩v, or a slight adaption of it,
is nevertheless well-suited to define meaningful certain answers.

3 Certain Answers via ∩v

Besides not returning a unique bag, another property of ∩v needs to be taken
care of before it can be used to define certain answers, as illustrated next.

Example 4. Consider a SPARQL query Q

SELECT ?a, ?w, ?r WHERE {?a isa author} OPTIONAL {?a writes ?w.?a reads ?r}
and an RDF graph G = {(a, isa, author), (a, reads, b)}. Assume that also the
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knowledge “every author writes some book” (expressed e.g. in OWL) is given and
that every RDF graph G′ ∈ models(G) satisfies this condition. Then

⋂
v{q(G′) |

G′ ∈ models(G)} = {{(?a, a), (?r, b)}}.
However, this result does not respect the requirement expressed in the query that
a result should contain either a value for both, ?w and ?r, or neither of them. As
a result, instead of defining certain answers just as

⋂
v{q(G′) | G′ ∈ models(G)},

following [1], we also restrict the possible domains for the certain answers. For
a set V of sets of variables, we therefore extend L ∩v R to L ∩Vv R as being the
vb-maximal bag M such that M vb L, M vb R, and dom(µ) ∈ V for all µ ∈M .

Finally, for a query Q, let the admissible solution domains adsoldom(Q) be
the set of possible domains of mappings inQ(G) (for anyG). Due to space restric-
tions we stick to this vague definition; but, for example, for conjunctive queries
Q, adsoldom(Q) contains as single element the set of all output variables of Q,
for query Q from Example 2 we get adsoldom(Q) = {{?auth}, {?auth, ?award}},
and for Q from Example 4, adsoldom(Q) = {{?a}, {?a, ?w, ?r}}.

Definition 1. Let G be an RDF graph, Q a query, and models(G′) the set of
graphs entailed by G. Then the certain answers of Q are defined as

certain(Q,G) =
⋂adsoldom(Q)

v {Q(G′) | G′ ∈ models(G)}.

While, for arbitrary inputs L,R,V, the result of L ∩Vv R is not necessarily
unique, in most of the settings in which we compute certain answers, L, R, and
V are not arbitrary inputs but adhere to some structure that we can exploit.

For example, when applied to conjunctive queries, ∩Vv reduces to conventional
(set- or bag) intersection, and as a result for these queries we get the “classical”
definition of certain answers as a special case of Definition 1.

Similarly, in the special case of models(G) containing a minimal element G
(i.e. G ⊆ G′ for all G′ ∈ models(G)), for weakly monotone SPARQL queries the
certain answers are uniquely defined. In fact, applied to the settings in Exam-
ples 1 and 2 it produces exactly the intuitive bags of certain answers.

More generally, also for the sets models(G) that exhibit a canonical model
(i.e. that contain some G′ ∈ models(G) such that for every Gi ∈ models(G) there
exists some homomorphism hi : G

′ → Gi) we strongly conjecture that for weakly
monotone queries, and especially for well-designed SPARQL queries, Definition 1
gives a unique bag of certain answers.

There are, of course, a lot of open question for future and ongoing work.
These include the relationship to certain answer semantics from the literature
(e.g., while “typical” certain answers for CQs are a special case of Definition 1,
this seems not to be the case for the definition in [1]), an investigation of classes
that provide a unique bag of certain answers, and of course the costs/complexity
of query evaluation under this semantics for specific reasoning formalisms (e.g.
OWL). Another line of research is to establish a connection with the work in [8].
Finally, also considering alterations of this definition could be of interest.
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Abstract. ​Public procurement typically presents a potential source of         
corruption. For this reason, the detection of anomalies in public procurements           
can improve the quality of purchases, and consequently enable a better quality            
of life in the country through the correct use of public funds. In this paper, we                
use as a case study the public contracts of Paraguay, which are in the open data                
format of the Open Contracting Data Standard (OCDS), for training an           
unsupervised learning model for anomaly detection, based on the Isolation          
Forest algorithm. The resulting classification allows to obtain a measurement or           
scoring of contracts that can be used to identify outliers. Given a local dataset              
of cases of procurement processes with protests with judgments in favor of the             
protestant or with citizen complaints, the preliminary results show that the           
trained model classifies as anomalous more than 45% of the potentially           
anomalous dataset. A detailed validation considering the public procurements         
local regulations is needed, with the purpose of building a tool that allows an              
intelligent sampling of contracts with atypical behavior to review, applicable to           
Paraguay and other countries that implement the OCDS. 

Keywords:​ ​Open Contracting Data Standard, Open data, Anomaly detection, 
Unsupervised learning, Artificial Intelligence. 

1 Introduction 

Transparency is an important tool to avoid corruption and is essential in a process of 
public procurements. The Open Contracting Data Standard (OCDS) [1] is a tool that 
helps to implement the transparency needed and provides the possibility of analyzing 
the data on a machine learning level. This work uses the publicly available data of the 
public procurements of Paraguay as a case study. The Public Procurements Office 
(DNCP) publishes since 2010 contracts in the OCDS open data format. The total 
number of contracts published by the DNCP since 2010 to 2019 amounts to 311,782.  

Anomalies detection in public contracts is especially important in order to find, 
prevent and take actions of possibly misappropriated funds. These funds can then be 
redirected to areas with an important social impact, such as education or public health 
care. The regulatory analysis of the conformity of public procurement processes 
according to the local legislation is performed manually by a team of public officials 
of the DNCP, analyzing each procurement process separately. Given the volume of 
public contracts that are managed annually and the manual work of public officials to 
perform this task, it is possible to clearly notice that an exhaustive control of all 
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contracts is not feasible. In addition to the control carried out by the DNCP team, 
there are also journalistic publications on cases identified as possible frauds. 
However, journalistic investigations focus mostly on contracts that are potentially 
more striking for public opinion, which represent a small portion of the total.  

Considering the public procurements as a potential source of corruption, and           
therefore a way for the misuse of the public funds, performing regulatory control to              
ensure that the processes are aligned with the local legislation represents an important             
task for a country. In Paraguay, to date, this analysis is done manually by specialized               
staff of the DNCP. They determine the classification of the data according to the local               
laws [8] and also considering known fraud schemes, as for example the Red Flags              
scheme [9]. So, the main problem is that having an ever growing amount of data, a                
proportional growing number of staff members to analyze the data is required. The             
use of the OCDS format makes it possible to apply Machine Learning techniques, as              
unsupervised learning, for anomaly detections of possible outliers to the expected           
behavior, serving the DNCP as an automated tool for implementing a smart sampling             
of procurement processes that can require an in-depth verification. In this work, this             
problem is addressed by proposing the automation of control tasks in a first instance,              
which allows the DNCP staff to obtain a smartly selected sample of relevant             
procurement processes for manual review.  

The work is organized as follows, in section II the State of Art is mentioned, in                
section III we explain the proposed solution and in section IV we present the              
preliminary results and final discussion. 

2 State of Art of anomaly detection techniques 

Conti and Naldi in [4] present an statistical anomaly detection approach in            
procurement auctions using an average bid based method evaluating with the           
detection probability and the false alarm probability. Vaserhelyi and Issa illustrate           
K-Means Clustering applied to a labeled refund transactions dataset in [5]. Deng and             
Mei combine Self-Organizing Map (SOM) and K-Means Clustering for an          
unsupervised approach to detecting Fraudulent Financial Statements in [6]. Panigrahi,          
Kundu, Sural and Majumdar propose a fusion approach for credit card fraud detection             
using a rule-based filter, a Dempster-Shafer adder and a Bayesian Lerner in [7].  

As we can appreciate there are multiple previous works that address the anomaly             
detection in certain stages of public procurements, and also in financial transactions.            
This work proposes to implement a tool that focuses on all stages of public              
procurement, during the call for bids, the award and contracts, and contract            
modifications specifically in the format of the OCDS. This approach also differs from             
the mentioned state of art by applying unsupervised isolation forests to determine the             
anomaly score of the data points. 

Isolation Forest [2, 3] creates a forest of binary trees by randomly selecting a              
feature and also randomly selecting the split value at each node. The anomaly score is               
obtained by getting the length of the path to the data point in the isolation tree. It was                  
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chosen for its independence to distance and density, especially because the data sets             
are high-dimensional, and for its good computational performance. 

3 Proposed Solution 

The semi-structured version of the data in the OCDS format allows for the             
implementation of algorithms to analyze it. The goal is to train a unsupervised             
learning model that separates anomalies from the data for their consequent human            
analysis to determine if a fraud is taking place. 

As seen in Figure 1, first the data had to be cleaned, considering human errors               
when loading the data. Then a feature selection is done, selecting the variables based              
on three criteria: a) if the variable has data (is not empty), b) if the data is structured                  
(E.g. no free text or links to text), and c) if the data is part of the local regulations for                    
the procurement process. For an algorithm to be able to analyze the data efficiently,              
the data needs to be converted to numerical values, in this approach hashing and              
binary vectors are used to perform these tasks. The data is divided into 3 datasets, a)                
data in the planning and tender stages of the procurement process, b) contracts, and c)               
contracts modifications. Finally the data was normalized for use as an input to the              
algorithm. 

 
Fig. ​1​.​ Work flow of the proposed solution. 

After training the model and getting the anomaly score for the input data, the              
DNCP provided to this work a dataset containing potentially anomalous procurement           
processes from 2010 onwards, in order to obtain a preliminary validation of the             
effectiveness of the classification model. The dataset includes potentially anomalous          
procurement processes with ​protests with judgments in favor of the protestant or with             
citizen complaints​. Protests are internal disputes in the procurement process whereas           
complaints are external complaints with identity protection about the procurement          
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process. The scores of these cases obtained with the isolation forest implementation            
were then analysed to measure the accuracy of the trained models. 

4 Preliminary Results and Final Discussion 

The results consists of three trained models and the anomaly score for each of the data                
points. This anomaly score ranges between -1 and 1, where if it is less than 0 it is                  
considered an anomaly and if it is more than 0 is considered as normal. The following                
Table 1 shows the total data points analysed per dataset, the total data points with               
protests ​with judgments in favor of the protestant and ​with complaints per dataset, the              
percentage of data points with protests and complaints detected as anomalous and the             
execution times. The computational platform used was an Intel Core i7, with 16 GB              
of RAM, running the iforest algorithm implementation of the Python scikit-learn           
library with a 1000 estimators and 50 samples. The implementation and input/output            
data can be found at https://gitlab.com/MaEliK/otherframeworks. 

Table ​1​.​ Data points analysed and percentage of  anomalous points detected 

Data Set Number 
of data 
Points 

Protests 
in dataset 

Complaints 
in dataset 

Protests 
detected as 
anomalous 

Complaints 
detected as 
anomalous 

Execution 
Time 

Planning 
and 
Tender 

108470 599 297 48.75% 45.79% 9,119 s 

Contracts 137783 1305 457 43.37% 42.45% 42,125 s 

Contract 
Modifica-
tions  

29406 168 144 16.07% 31.94% 3,538 s 

The obtained percentages show the proportion of data classified by the algorithm            
as anomalous data. It can be noticed that it detects almost half of the known               
potentially anomalous data, consistently in the planning and tender phases and the            
contracting phase. Finally, this work proposes an alternative to automate the           
regulatory control of procurement processes based on data analysis in OCDS format.            
An unsupervised learning based technique is proposed that could classify in seconds            
as anomalous more than 45% of the potentially anomalous dataset provided. Next            
steps are to validate the obtained results with the DNCP staff and check results              
according to local regulations. Also a better interpretation of the variables that            
influence high anomalous scores is required. 
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Abstract

In the High-dimensional data analysis there are several challenges in
the fields of machine learning and data mining. Typically, feature selec-
tion is considered as a combinatorial optimization problem which seeks to
remove irrelevant and redundant data by reducing computation time and
improve learning measures. Given the complexity of this problem, we pro-
pose a novel Map-Elites based Algorithm that determines the minimum
set of features maximizing learning accuracy simultaneously. Experimen-
tal results, on several data based from real scenarios, show the effectiveness
of the proposed algorithm.

Keywords: Feature Selection, Map-Elites, Combinatorial Optimization,

Machine Learning, Data Mining

1 Introduction

Recently, the available data has increased explosively in both the number of
samples and the dimensionality in different machine learning applications, such
as text mining, artificial vision and bio-medical. Our interest is mainly focused
on the high dimensionality of the data. The large amount of high-dimensional
data has imposed a great challenge on existing machine learning methods. The
presence of noisy, redundant and irrelevant dimensions can make the learning
algorithms very slow and can also generate difficulties when interpreting the
resulting models [3]. In machine learning and statistics, the feature selection is
the process of selecting a subset of relevant characteristics to use in building the
model. Attribute selection methods greatly influence the success of data mining
processes by reducing computational time and improving learning metrics, for
this reason we propose a new attribute technique selection based on Illumination
Algorithm [1].

This paper is organized as follows. Section 2 introduces to the features
selection problem. Then, we describe the Illumination search algorithms in
Section 3, specifically the Map-Elites algorithm. The section 4 contains the
proposal of this paper and, finally, in the last section there is a brief discussion
of the results obtained so far.

1{bquinonez,dpinto,mgarcia,nunez}@pol.una.py
2{mgarciat,fdivina}@upo.es
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2 The Feature Selection Problem

A feature selection algorithm basically is the combination of a search technique
to propose new subsets of features, with an evaluation measure that qualifies the
different subsets. The simplest algorithm is to test every possible subset of fea-
tures to find the one that minimizes the error rate. This is an exhaustive search
of space, and it is computationally intractable except for the smallest feature
sets; i.e. for n attributes, there are 2n solutions. The choice of the evaluation
metric has a great influence on the algorithm, and they can distinguish among
three main categories: wrap methods, filter methods and embedded methods
[3]. Wrappers use a search algorithm to search through the space of possible
features and evaluate each subset by running a model on the subset. Wrappers
can be computationally expensive and have a risk of over fitting to the model.
Filters are similar to Wrappers in the search approach, but instead of evalu-
ating against a model, a simpler filter is evaluated. Embedded techniques are
embedded in and specific to a model [3].

Many popular search approaches use greedy hill climbing, which iteratively
evaluates a candidate subset of features, then modifies the subset and evaluates
if the new subset is an improvement over the old. Evaluation of the subsets
requires a scoring metric that grades a subset of features.

Search approaches applied to the feature selection include: exhaustive, best
first, simulated annealing, genetic algorithm, greedy forward selection, greedy
backward elimination, particle swarm optimization, targeted projection pursuit,
Scatter Search, Variable Neighborhood Search [2, 4].

Genetic algorithm (GA) [5] method due to the capability to evolve new
features of the selected features and a vast exploration of the search space for
new fitter solutions. GA includes a subset of the growth-based optimization
methods aiming at the use of the GA operators such as selection, mutation
and recombination to a population of challenging problem solutions. GA has
been effectively applied to several optimization problems such as classification
tasks and pattern recognition. The GA’s stochastic component does not rule
out excitedly dissimilar solutions, which may give the better result. This has
the advantage that, given sufficient time and a well bOlli1ded problem, the
algorithm can discover a global optimum. It is well suited to feature selection
problems because of the above reason. In the next section it will describe the
MAP Elites algorithm based on genetic algorithms.

3 MAP Elites

The Multi-dimensional Archive of Phenotypic Elites (MAP-Elites) [1] algorithm
illuminates search spaces, which produces a large diversity of high-performing,
yet qualitatively different solutions, which can be more helpful than a single,
high-performing solution. Interestingly, because MAP-Elites explores more of
the search space, it also tends to find a better overall solution than state-of-the-
art search algorithms. This is because MAP-Elites illuminates the relationship
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between performance and dimensions of interest in solutions. MATP-Elites
returns a set of high-performing and improves the state-of-the-art for finding
a single, best solution, it will catalyze advances throughout all science and
engineering fields.

MAP-Elites is quite simple. First, the user chooses a performance measure
f(x) that evaluates a solution x. Second, the user chooses N dimensions of
variation of interest that define a feature space of interest to the user. Each
dimension of variation is discretized based on user preference or available com-
putational resources. Given a particular discretization, MAP-Elites will search
for the highest performing solution for each cell in the N-dimensional feature
space. The search is conducted in the search space, which is the space of all
possible values of x, where x is a description of a candidate solution [1].

4 MAP-Elites for Feature Selection

In this paper we propose to use the Map-Elites algorithm as an innovative
technique for features selection in the automatic learning process. The challenge
of this problem is that the inputs variable are binary one, whereas the basic
Map-Elites was designed for real numbers. Therefore, the main objective of
this proposal will be to create a search space for a MAP-Elites for the binary
variables given the feature selection is a combinatorial problem.

To face this challenge, we represent a set of solutions as a vector with the
indexes of the selected features. Algorithm 1 shows the pseudo-code of the Com-
binatorial MAP-Elites proposed. To create the map that allows us to distribute
the solutions in the search space, we define the number of cells as the algorithm
input parameter NC. Subsequently, this parameter is used to calculate a num-
ber of fixed features per cell NFF, which are used as cell identifiers and help
determine which cell of the map each solution will be associated with (1). We
also use two more input parameters for the algorithm that are typical of genetic
algorithms such as the number of iterations I and the number of initial genomes
G.

Algorithm 1 Combinatorial Map-Elites algorithm for feature selection

1: procedure Map-Elites(NC, , G)
2: NFF← log2(NC)
3: MAP← odCe(NC,NFF) . (1)
4: for ter = 1→  do
5: if ter < G then
6: MAP← rndomSoton() . (2)
7: else
8: MAP← rndomVrton() . (3)
9: end if

10: end for
11: return MAP . feature-fitness map
12: end procedure
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MAP-Elites starts by randomly generating G genomes (solutions coded) and
determining the performance and features of each (2). In a random order, those
genomes are placed into the cells to which they belong in the feature space (if
multiple genomes map to the same cell, the highest-performing one per cell is
retained). At that point the algorithm is initialized, and the following steps are
repeated until a termination criterion is reached I. A cell in the map is randomly
chosen and the genome in that cell produces an offspring via mutation and/or
crossover (3). The features and performance of that offspring are determined,
and the offspring is placed in the cell if the cell is empty or if the offspring
is higher-performing than the current occupant of the cell, in which case that
occupant is replaced by the new solution. The algorithm returns a map with
the best solution found for each cell along with the corresponding fitness.

5 Discussion

The proposed Map-Elites tries to determine the minimum set of features that
maximizes learning accuracy. This preliminary experiment was conducted using
different data sets from real scenarios obtained from [2]. Table 1 presents per-
formance of the algorithm where solutions were evaluated using Bayes Classifier
and 2-fold cross validation [2]. In this experiment the input parameters for the
algorithm were 5,000 iterations (I ), a map of 8 cells (NC ) and the number of
initial genomes (G) equal to 500. In addition, we able to see the accuracy ob-
tained by the proposed algorithm is promissory and at the same time it reduces
the number of features.

Table 1: Map-Elites result experiment with Bayes Classifier
Dataset All features Fitness Selected features

ionosphere 34 92.02 ± 2.38 12.6 ± .89
glass 9 70.12 ± 4.27 6.0 ± 1.00
anneal 38 96.44 ± 1.60 7.6 ± 1.34
tokyo1 44 92.91 ± 1.08 10.6 ± 2.51
spambase 57 91.76 ± .60 10.6 ± .89
kr-vs-kp 36 90.43 ± 1.46 3.0 ± .00
corral 6 86.90 ± 2.22 5.0 ± .00
breast-cancer 9 71.34 ± 3.95 3.6 ± .89
hypothyroid 29 96.66 ± .29 1.0 ± .00
labor 16 91.21 ± 11.14 5.0 ± .71
vote 16 95.63 ± 1.26 1.0 ± .00

Currently, the performance of Map-Elites is being tested and compared with
the competitive algorithms of the-state-of-the-art.
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Abstract. Integrity constraints (ICs) are widely used in business intelligence to
express and enforce application semantics. However, finding ICs manually is time
consuming, requires the involvement of domain experts, and is prone to human
error. Thus, techniques have been proposed to automatically find a variety of ICs.
We propose an algorithm to automatically discover order dependencies (ODs).
Prior work on OD discovery has factorial complexity, is not complete, and is not
concise. We propose an algorithm that finds a complete set of ODs with exponen-
tial worst-case time complexity in the number of attributes and linear complexity
in the number of tuples. We experimentally show that our algorithm is orders of
magnitude faster than the prior state-of-the-art.

Keywords: Integrity constraints · Order Dependency · Axiomatization.

1 Introduction

Ordered attributes, such as timestamps and numbers, are common in business data. Or-
der Dependencies (ODs) capture monotonic relationships among such attributes. For in-
stance, Table 1 shows employee tax records in which tax is calculated as a percentage
(perc) of salary (sal). The OD sal orders perc holds: if we sort the table by salary,
it is also sorted by percentage. Similarly, sal orders grp, subg: if we sort the table
by salary, it is also sorted by group with ties broken by subgroup. With interest in data
analytics at an all-time high, ODs can improve the consistency dimension of data qual-
ity and query optimization [4, 7–9]. ODs can describe business rules (data profiling);
and their violations can point out possible data errors. Furthermore, query optimizers
can use ODs to eliminate costly operators such as joins and sorts: ordered streams be-
tween query operators can exploit available indexes, enable pipelining, and eliminate
intermediate partitioning steps. Finally, ODs subsume Function Dependencies (FDs) as
any FD can be mapped to an equivalent OD by prefixing the left-hand-side attributes
onto the right-hand-side [6].

It is time consuming to specify integrity constraints manually, motivating the need
for their automatic discovery. However, since ODs are naturally expressed with lists
rather than sets of attributes (as in the example above), existing solutions have factorial
worst-case time complexity in the number of attributes [4]. We describe a more effi-
cient algorithm to discover ODs from data. First, we show that ODs can be expressed
with sets of attributes via a polynomial mapping into an equivalent set-based canoni-
cal form. Then, we introduce sound and complete axioms for set-based canonical ODs,

99



2 H. Davoudi, P. Godfrey, L. Golab, M. Kargar, D. Srivastava, J. Szlichta,

# ID yr pos bin sal perc tax grp subg

t1 1 16 sec 1 5K 20% 1K A III
t2 2 16 dev 2 8K 25% 2K C II
t3 3 16 dir 3 10K 30% 3K D I

t4 1 15 sec 1 4K 20% 0.8K A III
t5 2 15 dev 2 6K 25% 1.5K C I
t6 3 15 dir 3 8K 25% 2K C II

Table 1: Employee salary data

{A} {B} {C}

{A,B} {A,C} {B,C}

{ }

{A,B,C}

Fig. 1: A set lattice for attributes A, B, C.

which lead to optimizations of the OD discovery algorithm by avoiding redundant com-
putation. This allows us to design a fast and effective OD discovery algorithm that has
exponential worst-case complexity, O(2|R|), in the number of attributes |R|, and linear
complexity in the number of tuples. We note that this short paper is a summary of our
published results in [5, 6, 10].

2 Order Dependency Discovery
2.1 Preliminaries
Order dependencies (ODs) describe relationships among lexicographical orderings of
sets of tuples, as in the SQL order by statement. Let X = [A |T] be a list of attributes,
where the attribute A is the head of the list, and the list T is the tail. For two tuples s and
t, we write s �X t iff sA < tA or (sA = tA and (T = [ ] or s �T t)). Given two lists of
attributes, X and Y, X 7→ Y denotes an OD, read as X orders Y. Table r satisfies X 7→ Y
iff, for all s, t ∈ r, s �X t implies s �Y t. Moreover, X and Y are order compatible,
denoted as X ∼ Y iff XY ↔ YX. (For example, month and week of the year in the
calendar are order compatible.)

We say that two tuples, s and t, are equivalent with respect to an attribute set X if
sX = tX . Any attribute set X partitions tuples into equivalence classes [3]. We denote
the equivalence class of a tuple t ∈ r with respect to a given set X by E(tX ); i.e., E(tX )
= {s ∈ r | sX = tX }. A partition of r over X is the set of equivalence classes, ΠX
= {E(tX ) | t ∈ r}. For instance, in Table 1, E(t1{year}) = E(t2{year}) = E(t3{year}) =
{t1, t2, t3} and Πyear = {{t1, t2, t3}, {t4, t5, t6}}.
2.2 Canonical Mapping and Axioms
Expressing ODs in a natural way relies on lists of attributes; e.g., in Table 1, sal 7→
grp, subg is not the same as sal 7→ subg, grp. In contrast, the order of attributes in
an FD does not matter. However, the list representation leads to high complexity when
discovering ODs [4]. Thus, we provide a polynomial mapping of list-based ODs into
equivalent set-based canonical ODs [5, 6, 10]. The mapping allows us to develop an
efficient OD discovery algorithm that traverses a much smaller set-containment lattice
rather than the list-containment lattice used in [4].

The mapping presented in Theorem 1 (below) converts a list-based OD into canon-
ical set-based ODs of two types. First, an attribute A is a constant within each equiva-
lence class with respect to a set of attributes X , denoted as X : [ ] 7→ A, if X′ 7→ X′A for
any permutation X′ of X (note that X functionally determines Y iff X 7→ XY, for any
list X over the attributes of X and any list Y over the attributes of Y [6]). Second, two
attributes, A and B, are order-compatible within each equivalence class with respect to
the set of attributes X , denoted as X : A ∼ B, if X′A ∼ X′B. The set X is called a con-
text. For example, in Table 1, bin is a constant in the context of pos, written as {pos}:
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1. Reflexivity
X : [ ] 7→ A, ∀A ∈ X

2. Identity
X : A ∼ A

3. Commutativity
X : A ∼ B
X : B ∼ A

4. Strengthen
X :[ ] 7→ A
XA:[ ] 7→ B
X :[ ] 7→ B

5. Propagate
X :[ ] 7→ A
X : A ∼ B

6. Augmentation-I
X :[ ] 7→ A
ZX :[ ] 7→ A

7. Augmentation-II
X : A ∼ B
ZX : A ∼ B

8. Chain
X : A ∼ B1

∀i∈[1,n−1],X : Bi ∼ Bi+1

X : Bn ∼ C
∀i∈[1,n],XBi : A ∼ C
X : A ∼ C

Fig. 2: Set-based axiomatization for canonical ODs.

[ ] 7→ bin since E(t1{pos}) |= [ ] 7→ bin, E(t2{pos}) |= [ ] 7→ bin and E(t3{pos}) |=
[ ] 7→ bin. Also, {year}: bin ∼ salary because E(t1{year}) |= bin ∼ salary and
E(t4{year}) |= bin ∼ salary.

Theorem 1. X 7→ Y iff ∀j,X :[ ] 7→ Yj and ∀i, j, {X1, .., Xi−1, Y1, .., Yj−1}:Xi ∼ Yj .

Example 1. The OD [AB] 7→ [CD] is mapped into the following set of canonical ODs:
{A,B}:[ ] 7→ C, {A,B}:[ ] 7→ D, {}: A ∼ C, {A}: B ∼ C, {C}: A ∼ D, {A,C}: B ∼ D.

We present a sound and complete set-based axiomatization for ODs in Fig. 2 [6].
The set-based axioms allow us to design effective pruning rules for our OD discovery
algorithm. For example, OD X :[ ] 7→ A is trivial if A ∈ X by Reflexivity (see also
Example 2).

Theorem 2. The axiomatization for canonical ODs in Fig. 2 is sound and complete.

2.3 Discovery Algorithm
Given the mapping of a list-based OD into equivalent set-based ODs, we present an
algorithm, named FASTOD, that efficiently discovers a complete and minimal set of
set-based ODs over a given relation instance. In contrast, the OD discovery algorithm
from [4] traverses a lattice of all possible lists of attributes, which leads to factorial time
complexity. FASTOD starts the search from singleton sets of attributes and works its
way to larger attribute sets through a set-containment lattice (as in Figure 1), level by
level (l = 0, 1, . . . ). When the algorithm is processing an attribute setX , it verifies ODs
of the form X \ A:[ ] 7→ A (let X \ A be shorthand for X \ {A}, where A ∈ X ) and
X \ {A,B}: A ∼ B, where A, B ∈ X and A 6= B. Furthermore, an OD X \ A:[ ] 7→ A
should be minimal, that is, @ Y ⊂ X such that Y \ A:[ ] 7→ A is valid.

The algorithm maintains information about minimal ODs, in the form ofX \A:[ ] 7→
A, in the candidate set C+c (X ) [3] (as ODs subsume FDs [7, 9]), where C+c (X ) = {A ∈
R | ∀B∈X X \ {A,B}:[ ] 7→ B does not hold}. Similarly, it stores information about
minimal ODs in the form of X \ {A,B}: A ∼ B, in the candidate set C+s (X ), where
C+s (X ) = {{A,B} ∈ X 2 | A 6= B and ∀C∈X X \ {A,B,C}: A ∼ B does not hold,
and ∀C∈X X \ {A,B,C}:[ ] 7→ C does not hold}. The following lemmas can be used to
prune the search space:

Lemma 1. An OD X \ A:[ ] 7→ A, where A ∈ X , is minimal iff ∀B∈XA ∈ C+c (X \ B).

Lemma 2. An OD X \ {A,B}: A ∼ B, where A, B ∈ X and A 6= B, is minimal iff
∀C∈X\{A,B} {A,B} ∈ C+s (X \ C), and A ∈ C+c (X \ B) and B ∈ C+c (X \ A).
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According to Lemma 1, we do not need to check X \A:[ ] 7→ A if A /∈ X ⋂
B∈X C+c (X \

B), and based on Lemma 2, we do not need to consider X \ {A,B}: A ∼ B if A /∈
C+c (X \ B) or B /∈ C+c (X \ A). Moreover, according to Lemma 3, we can delete nodes
from the lattice under the following conditions:

Lemma 3. Deleting node X from the lth lattice level, where l ≥ 2, has no effect on the
output set of minimal ODs if C+c (X ) = {} and C+s (X ) = {}.

Example 2. Let A:[ ] 7→ B, B:[ ] 7→ A and {}: A ∼ B. Since C+c ({A,B}) = {} and
C+s ({A,B}) as well as l = 2, by the pruning levels rule (Lemma 3), the node {A,B}
is deleted and the node {A,B,C} is not considered (see Figure 1). This is justified as
{AB}:[ ] 7→ C is not minimal by the Strengthen axiom, {AC}:[ ] 7→ B is not minimal
by Augmentation–I, {BC}:[ ] 7→ A is not minimal by Augmentation–I, {C}: A ∼ B is
not minimal by Augmentation–II, {A}: B ∼ C is not minimal by Propagate, and {B}:
A ∼ C is not minimal by Propagate.

Note that while we provide theoretical guarantees for FASTOD to find a complete set of
ODs, the ORDER algorithm [4] is not complete.

Theorem 3. The FASTOD algorithm computes a complete and minimal set of ODs.

In [10], we extend our algorithm to discover bidirectional ODs, which allow a mix
of ascending and descending (desc) orders. For example, a student with an alphabeti-
cally lower letter grade has a higher percentage grade than another student. We develop
additional pruning rules and show that efficiency of discovery of bidirectional ODs re-
mains the same as for one-directional ODs.

We experimentally compare FASTOD with previous approaches ( ORDER [4]). Our
algorithm can be orders of magnitude faster. For instance, on the flight dataset from
http://metanome.de with 1K tuples and 20 attributes, FASTOD finishes the com-
putation in less than 1 second, whereas ORDER did not terminate after 5 hours. More-
over, FASTOD’s candidate sets do not increase in size during the execution of the algo-
rithm (unlike ORDER) because of the concise candidate representation (e.g., many ODs
that are considered minimal by ORDER are found to be redundant by our algorithm).

Finally, in [2], we show that a recent approach to OD discovery called OCDDIS-
COVER in Consonni et al. [1] is incorrect. We show that their claim of completeness of
OD discovery is not true. Built upon their incorrect claim, OCDDISCOVER’s pruning
rules are overly aggressive, and prune parts of the search space that contain legitimate
ODs. This is the reason their approach appears to be “faster” in practice than our FAS-
TOD discovery algorithm despite being significantly worse in asymptotic complexity.
Finally, we show that Consonni et al. [1] misinterpret our set-based canonical form for
ODs, leading to an incorrect claim that our FASTOD implementation has an error.

3 Conclusions

We presented an efficient algorithm for discovering ODs. The technical innovation that
made our algorithm possible is a novel mapping into a set-based canonical form and
an axiomatization for set-based canonical ODs. In future work, we plan to study condi-
tional ODs that hold over portions of data.
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Abstract. A SQL-on-Hadoop query consists of a workflow of MapRe-
duce jobs with a single point of configuration. This means that the de-
veloper tunes hundreds of tuning parameters directly in the query source
code (or via terminal interface), but the system assumes the same con-
figuration to every running job. The lurking problem is that the system
allocates computing resources uniformly to every running job, even if
they present different consumption needs (after all the tuning setup is
the same). In this paper, we demonstrate that such uniform allocation
of resources drives the query to inefficient performance. We claim that
applying a non-uniform allocation method to define a customized tuning
setup for each job can outperform the uniform allocation. Ultimately, we
demonstrate that searching for specific tuning setup is an optimization
problem with polynomial cost.

Keywords: Tuning · Self-Tuning · SQL-on-Hadoop · MapReduce.

1 Introduction

Ever since the proliferation of SQL-on-Hadoop engines [2,7,3,23,8,14,22,1] the
number of configuration parameters exposed by such systems, and by the un-
derneath MapReduce systems [9,20], has grown considerably, as presented in
Figure 1. For instance, the SQL-on-Hadoop system Apache Hive has increased
from 96 configuration parameters in its 0.6.0 release up to 989 parameters in the
release 3.0.0. The underlying processing engine Apache Hadoop has increased
from 104 configuration parameters in its 0.12.0 release up to 530 parameters in
the release 3.1.0. The impact on performance of this growing number of tuning
parameters has given rise to a successful line of research on tuning MapReduce
systems [17,16,21,18,4,13,15,10,5,24,26,11,12,19].

However, tuning SQL-on-Hadoop queries is more complex than tuning MapRe-
duce jobs, because queries span a workflow of jobs with a single point of configu-
ration (i.e., the tuning setup is set in the query source code or via command line).
In practice, developers tune the physical resources to be allocated by the query
and the query processing engine propagates such set of physical resources to all
jobs in the query plan with potential inefficient performance (see Section 4).

In traditional SQL processing, a query plan indicates the execution flow for
the query operators. SQL-on-Hadoop processing is no different, but in the dis-
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Fig. 1: Number of configuration parameters per release.

tributed environment of MapReduce systems every job of a query plan imple-
ments a different set of query operators with different resource consumption
needs [6,22]. For instance, while one job requires disk bandwidth due to a Ta-
bleScan operator, another job requires memory throughput due to a Sort op-
erator. The lurking problem of tuning SQL-on-Hadoop with a single point of
configuration: the propagation of the same set of physical resources to jobs with
different resource needs drives the query to inefficient performance.

Contribution. In order to avoid such propagation of tuning setup, we pro-
pose a novel resource allocation method that assigns a specific tuning setup
for each job in the query plan. We formulate the searching for specific tuning
setup as a combinatorial optimization problem, highlight its special structure,
and show that some special properties preserve the computational efficiency for
a particular input of this problem. We also present the shortcoming of tuning
SQL-on-Hadoop queries with the current MapReduce tuning advisers and how
these queries can achieve better performance when employing our method.

Structure. Section 2 presents the notations and definitions required for pre-
senting the problem. Section 3 presents the problem of tuning SQL-on-Hadoop
queries. Section 4 presents the current tuning allocation method and its impact
on SQL-on-Hadoop queries. Section 5 presents our method. Section 6 concludes.

2 Notation and Definitions

Let us define a query plan as a directed acyclic graph G = (V,E), where the set
of vertices V represents the MapReduce jobs, and the set of edges E denotes
the precedence between two jobs. More precisely, a vertex (job) j ∈ V is a tuple
of the form j = (Oj , Tj , Cj) in which Oj is the set of physical query operators
it executes, Tj is the set of associated input tables that are read and processed
by j, and Cj is the set of configurations used to allocate resources. In this set
each c ∈ C represents a configuration exposed by the SQL-on-Hadoop system
that allocates resources to jobs. Each directed edge is an ordered pair of vertices
e = (i, j) ∈ E that connects the jobs i to j, when the execution of i directly
precedes j.

Figure 2 illustrates the query plans compiled for TPC-H query 7, in version
0.13.1 and 3.1.0 of Apache Hive to reinforce the growing complexity of SQL-on-
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(a) Query plan compiled by Hive 0.13.1.

(b) Query plan compiled by Hive 3.1.0.

Fig. 2: Query plans for TPC-H query 7.

Hadoop queries. Note that the number of MapReduce jobs in each query plan
differs considerably across software releases due to the development of different
optimization techniques and the addition of new query operators. Although our
example sticks to the Apache Hive terminology other SQL-on-Hadoop systems
like Spark [3] and Impala [14] also represent the query plans as DAGs.

3 The Tuning Allocation Problem

In SQL-on-Hadoop systems, the task of allocating physical resources through
tuning setups mainly comprises two steps: (1) searching for the most efficient
tuning setup for a job j ∈ V , and (2) allocating the found tuning setup to the
same job j. We define the most efficient tuning setup as the configuration that
drives the query to decrease response time or minimize resource usage.

Searching for the most efficient tuning setup is a task performed by Tuning
Advisers. The common approach is to profile the query execution and, then,
to employ heuristics such as Genetic Algorithm [16,17,5], Hill Climbing [15,10],
Random Forest [4], Particle Swarm Optimization [13], Exhaustive Search [18],
Recursive Random Search [11] and others [21,27]. We define the searching for
the most efficient tuning setup as the Adviser Function, as follows:

Definition 1 (Adviser Function). We denote as f(j) the adviser function
f : V 7→ C which is responsible for always finding the most efficient tuning
setup Cj for j ∈ V , where the set C = {C1, . . . , Ck} is the collection of possible
configurations.

However, allocating the found tuning setup remains a problem due to the
single point of configuration of SQL-on-Hadoop queries. We propose to replace
the single point of configuration of queries, exposed to developers, by an auto-
mated tuning system able to allocate specific tuning setup per job. Thus, we
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define the task of allocating tuning setups Cj for each job j ∈ V in a query
plan G as the problem of assigning the most efficient tuning setup found by the
adviser function f(j).

In Definition 2, we formulate the tuning allocation as a combinatorial opti-
mization problem, and use this perspective to develop the reasoning about how to
improve the current allocation of configurations to jobs for a query plan. For the
problem definition, suppose that we have a computable function σ : C ×V → R,
where σ(Ci, j) determines the computational cost of execute a job j with a tun-
ing setup Ci. We define the problem of assigning the most efficient tuning setup,
as follows:

Definition 2 (Tuning Allocation Problem). Given a directed acyclic graph
G = (V,E) representing a query plan, a set C of possible configurations, and a
cost function σ : C × V → R. Find an assignment of tuning setups such that the
total cost to process all jobs is minimum, that is, the summation

∑

j∈V

∑

Ci∈C
σ(Ci, j)

is minimum.

Next, we present the current approach employed by SQL-on-Hadoop systems
to assign tuning setups to jobs. In Section 5, we present our approach to assign
tuning setups to jobs.

4 Uniform Tuning

The methodology employed by the current SQL-on-Hadoop engines allocates the
same physical resources to all jobs of a query plan. We name this methodology
as the Uniform Tuning method, and we treat it as a shortcoming for the query
plan. We define the Uniform Tuning method as follows:

Definition 3 (Uniform Tuning). The Uniform Tuning is the assignment of
configurations to jobs such that Cu = Cv for any u, v ∈ V and Cu, Cv ∈ C.

Despite the adviser function f(j) always find the most efficient tuning setup
Cj for every job j ∈ V , in the case where only one tuning setup Cj is repli-
cate to all jobs in V (according to Definition 3), Cj may negatively affect the
query’s performance, as we observe in Figure 3. The uniform tuning problem
becomes more severe because SQL-on-Hadoop systems delegate to developers
the responsibility to chose one of the available tuning setups Cj to be replicated.

The Fig. 3 illustrates that the Uniform Tuning drives the query processing
to inefficient performance in practice through experiments in the Amazon Elas-
tic MapReduce (EMR) cloud environment. We used Starfish [11] to generate
the tuning setups. We ran the TPC-H benchmark with Scale Factor of 100GB
on Apache Hive (version 0.13.1) and Apache Hadoop (version 0.20.2). We are
attached to these versions because they are the versions supported by Starfish.
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(g) Query 9.
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(h) Query 10.

Fig. 3: Speedups compared to default configuration for the uniform tuning.
Tuning-{v}, represents a tuning setup generated by Starfish for the job v.

The experiments ran with 6 machines (type c5.2xlarge: 8 of CPU and 16GB of
RAM, 100GB of SSD disks). Each runtime is an average of 3 executions.

The x-axis represent the available tuning setups, where tuning-j represents
the given Cj generated for a job j. Each Cj was applied uniformly to the query
plan, following Definition 3. The y-axis represents the speedups when the execu-
tion of the query under the tuning-j is compared to the execution of the default
configuration. The default configuration is the configuration bundled with the
SQL-on-Hadoop system and is our baseline. According to Definition 3, each
tuning setup allocates a different set of resources uniformly to the query, conse-
quently, producing a different outcome. Note that in all queries the performance
degrades due to the presence of the uniform allocation of resources, as expected.

We claim that applying a non-uniform allocation method to define a cus-
tomized tuning setup for each job can outperform the current alternative (uni-
form tuning), which consists of choosing arbitrarily a tuning setup C0 and repli-
cate it to all jobs. Therefore, our contribution is a non-uniform allocation method
that allows SQL-on-Hadoop systems to apply specific tuning setup per job.
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5 Non-Uniform Tuning

For a query plan G = (V,E), every job implements a different set of SQL opera-
tors, i.e., for every job u, v ∈ V we have Ou 6= Ov. Consequently, we assume that
each job presents different resource consumption needs [6]. For instance, while
a job u requires disk bandwidth due to a TableScan operator, another job v re-
quires memory throughput due to a Sort operator. Next, the rest of this section
discuss properties and facts about the particular structure of this problem. The
first fact states that the optimum of the problem presented in Definition 2 can
be found efficiently when using a non-uniform tuning method. Since this study
aims to find a way to do more efficient queries, it is very important to be sure
that the allocation of optimal tuning can be made in polynomial time.

The following integer linear programming model describes the optimal so-
lution for the Tuning Allocation Problem. We define the binary decision
variable xij ∈ {0, 1} to indicate whether a tuning setup Ci ∈ C is assigned to
a job j ∈ V . Let the coefficient cij = σ(Ci, j) be the computational cost for
executing a job j with the tuning setup Ci.

Minimize
∑

j∈V

∑

Ci∈C
cijxij (1)

subject to
∑

Ci∈C
xij = 1 ∀j ∈ V (2)

∑

j∈V

xji = 1 ∀Ci ∈ C (3)

xij ∈ {0, 1} ∀Ci ∈ C,∀j ∈ V (4)

The objective function (1) minimizes the computational cost in processing all
the jobs for a given query plan. Constraints in (2) ensure that exactly one tuning
setup is assigned to a vertex. Reciprocally, the equality in (3) says that only one
vertex j ∈ V can choose a tuning setup Ci ∈ C. Finally, the constraints in (4)
preserve the decision variable’s integrality.

Claim 1. The Non-Uniform Tuning method can find the optimal solution for the
Tuning Allocation Problem in polynomial time.

The program in (1)-(4) describes precisely the model of an well known com-
binatorial optimization problem called Assignment Problem. For clarity of
exposition, we present a procedure to transform an instance 〈G = (V,E), C〉 of
the Tuning Allocation Problem into an instance 〈G′ = (V ′, E′)〉 of the orig-
inal Assignment Problem as follows. Let G′ be a undirected graph such that
we create a new vertex i associated to each set Ci ∈ C. Also add a copy of
each j ∈ V and define U as the set of all i added to G′ in this way we have
V ′ = U ∪ V with U and V disjoint. Now, we add an edge {i, j} between every
vertex i ∈ U and j ∈ V . The cost of assigning a tuning setup Ci to job j is cij
and can be interpreted as an weight on the edge {i, j} ∈ E′. Notice that all edges
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in E′ go between U and V . This implies that G′ (the input of the Assignment
Problem) is a complete bipartite graph.

Even though the Assignment Problem problem is known to be NP-hard,
an optimal solution can be obtained efficiently (within execution time bounded
by a polynomial function) when the input graph is bipartite [25]. Therefore,
the problem can be solved efficiently, because of the total unimodularity of the
constraint matrix of the Assignment Problem.

An important observation about the Tuning Allocation Problem is that
if we drop the constraints (3) of the linear model, the solution remains feasible for
the problem. It means that we can attribute a configuration Ci to more than one
job (otherwise, the uniform tuning method would not be feasible). Therefore, the
natural formulation for this problem is a relaxation for the Assignment Prob-
lem. Actually, the resulting integer linear program can be rewritten as follows:

Minimize
∑

j∈V

∑

Ci∈C
cijxij

subject to
∑

Ci∈C
xij = 1 ∀j ∈ V

xij ∈ {0, 1} ∀Ci ∈ C,∀j ∈ V.

Fortunately, the coefficient matrix does not change, and we still have an
incidence matrix of a bipartite graph. In this way, the matrix of coefficients
of the problem maintains the total unimodularity. Consequently, the Tuning
Allocation Problem also can be solved in polynomial time.

Claim 2. For a query plan G = (V,E), in worst case, the non-uniform method
is equal to the uniform method, otherwise the non-uniform method performs
better.

Let the tuning setup C0 be the one assigned to all jobs j ∈ V of the query plan
G using the uniform tuning. Now, consider the case with non-uniform tuning in
which for the same query plan G, the most efficient tuning for every job j can
be obtained by calling interactively the function f(j) (see Definition 1). Directly
from definition of the adviser function f(j), we have the following inequality

σ(f(j), j) ≤ σ(C0, j) (5)

for every job j ∈ V . The inequality says that, in the best case for the uniform
tuning, the arbitrary tuning setup C0 can be the most efficient for j, but there
are no guarantees that it will happen. While attributing a tuning setup Ci chosen
by the function f(j), we know that it is always the most suitable tuning setup
for j. Consequently, the total cost required to execute all jobs j ∈ V of the
query plan G using the non-uniform method, can be written, as the following
summation: ∑

j∈V

σ(f(j), j).
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So, from the inequality (5) we can compare the total costs of the two methods,
as follows: ∑

j∈V

σ(f(j), j) ≤
∑

j∈V

σ(C0, j),

i.e., the computational cost for executing the query plan G using the non-uniform
assignment method is at most equals to the cost for the uniform method.

The advantage of using the uniform tuning method is that it is simple and
straightforward, i.e., the SQL-on-Hadoop engine just replicates the chosen tun-
ing setup. On the other hand, there are no guarantees that the chosen tuning
setup will perform well during the query’s execution. In this sense, our proposal
of non-uniform tuning personalizes the tuning setup for each job and the optimal
assignment of tuning setups is guaranteed. In other words, the Tuning allo-
cation Problem can be solved optimally with the non-uniform tuning method
and Claim 1 shows that it can be done in polynomial time. Furthermore, a di-
rect consequence of the non-uniform tuning method is the improvement in the
performance of the query plan, as stated in Claim 2.

6 Conclusion

In this paper we presented the shortcoming of MapReduce tuning advisers when
applied to SQL-on-Hadoop systems due to the uniform allocation of physical
resources and its consequences on query’s performance. After, we modeled the
Tuning Allocation Problem in order to solve the uniform allocation of
physical resources. We presented our Non-Uniform Tuning method and proved
that it allows assigning optimal tuning setups to SQL-on-Hadoop queries. We
also proved that the optimal set of tuning setups required by a query can be
found in polynomial time. For future work, an interesting direction consists of
combining multiple tuning advisers to optimize one single query, once different
tuning advisers focus on different query operators with different resource usage.

Acknowledgement: This study was financed in part by the Coordenação de Aper-
feiçoamento de Pessoal de Nı́vel Superior - Brasil (CAPES) - Finance Code 001.
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Abstract. This is a short abstract based on the recently published VLDB 2018 paper
[6] – the main technical paper describing the Vadalog system. It describes the central
motivations and gives useful pointers on the architecture and the main algorithms.

Introduction and motivation. The importance of capitalizing and exploiting corporate
knowledge has been clear to decision makers since the late 1970s, when this idea was
gradually made concrete in the context of expert systems, software frameworks able to
harness such knowledge and provide answers to structured business questions. Through
deductive database systems – database systems that have advanced reasoning capabil-
ities – and in particular the language Datalog, the area became of high interest to the
database community in the 1980s and 1990s. Nevertheless, even though the importance
of harnessing knowledge certainly has grown steadily since then, culminating in today’s
desire of companies to exploit knowledge graphs, the interest in deductive databases has
faltered due to immature technology and overly complicated KRR formalisms.

Yet, we are currently assisting to a resurgence of Datalog in academia and industry
[1, 4, 7–10]: companies like LogicBlox have proven that a fruitful exchange between
academic research and high-performance industrial applications can be achieved based
on Datalog [1], and companies like LinkedIn have shown that the interest in Datalog
permeates industry [16]. Meanwhile, the recent interest in machine learning brought
renewed visibility to AI, raising interest and triggering investments in thousands of
companies world-wide, which suddenly wish to collect, encapsulate and exploit their
corporate knowledge in the form of a knowledge graph.

In this context, it has been recognized that to handle the complex knowledge-based
scenarios encountered today, such as reasoning over large knowledge graphs, Data-
log has to be extended with features such as existential quantification. Yet, Datalog-
based reasoning in the presence of existential quantification is in general undecidable.
Many efforts have been made to define decidable fragments. Warded Datalog± is a very
promising one, as it captures PTIME complexity while allowing ontological reasoning.
Yet, so far, no implementation of Warded Datalog± was available.

We recently introduced the Vadalog system, a Datalog-based system for performing
complex logic reasoning tasks, such as those required in advanced knowledge graphs;
it is Oxford’s contribution to the VADA research programme [18, 13], a joint effort of
the universities of Oxford, Manchester and Edinburgh and around 20 industrial partners
such as Facebook, BP, and the NHS (UK national health system). The Vadalog system
proposes the first implementation of Warded Datalog±, a high-performance Datalog±

system utilising an aggressive termination control strategy. In this paper, we summarise
the key aspects of the Vadalog system, while pointing to the original technical paper for
the details and a comprehensive experimental evaluation.
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Reasoning over knowledge graphs. The term knowledge graph (KG) has no standard
definition. It can be seen as referring only to Google’s Knowledge Graph, to triple-based
models, or to multi-attributed graphs, which represent n-ary relations [15, 17]. As shown
by Krötzsch [14], in order to support rule-based reasoning on such data structures, it
is sometimes necessary to use tuples of arity higher than three at least for intermediate
results. In this paper, we adopt a general notion of KGs by allowing relations of arbitrary
arity, to support all of these models and modes of reasoning.

Example 1. An example of a simple knowledge graph reasoning setting is given in [15]:

Spouse(x, y, start, loc, end)→ Spouse(y, x, start, loc, end)

This rule expresses that when a person x is married to a person y at a particular location,
starting date and end date, then the same holds for y and x. That is, the graph of persons
and their marriage relations is symmetric.

As stated in [15], most modern ontology languages are not able to express this exam-
ple. Beyond this simple example, there are numerous requirements for a system that
allows ontological reasoning over KGs. Navigating graphs is impossible without pow-
erful recursion; ontological reasoning is impossible without existential quantification
in rule heads [12]. Yet reasoning with recursive Datalog is undecidable in the presence
of existential quantification, so some tradeoffs have to be accepted. While a compre-
hensive analysis of various requirements was given in [5], let us isolate three concrete
characteristics for a language that supports reasoning over KGs:

1. Recursion over KGs. Should be at least able to express full recursion and joins,
i.e., should at least encompass Datalog. Full recursion in combination with arbitrary
joins allows to express complex reasoning tasks over KGs. Navigational capabilities,
empowered by recursion, are vital for graph-based structures.

2. Ontological Reasoning over KGs. Should at least be able to express SPARQL rea-
soning under the OWL 2 QL entailment regime and set semantics. OWL 2 QL is one
of the most adopted profiles of the Web Ontology Language, standardized by W3C.

3. Low Complexity. Reasoning should be tractable in data complexity. This is a mini-
mal requirement for allowing scalability over large volumes of data.

Beyond these specific requirements, the competition between powerful recursion, pow-
erful existential quantification and low complexity has spawned fruitful research through-
out the community to address the mentioned Datalog undecidability in the presence of
existential quantification. This has been done under a number of different names, but
which we shall here call Datalog±, the “+” referring to the additional features (including
existential quantification), the “-” to restrictions that have to be made to obtain decid-
ability. Many languages within the Datalog± family of languages have been proposed
and intensively investigated [2, 3, 7–10]. Depending on the syntactic restrictions, they
achieve a different balance between expressiveness and computational complexity.

Figure 1 gives an overview of the main Datalog± languages. In fact, most of these
candidates, including Linear Datalog±, Guarded Datalog±, Sticky Datalog± and Weakly
Sticky Datalog± do not fulfil (1). Datalog itself does not fulfil (2). Warded and Weakly
Frontier Guarded Datalog± satisfy (1) and (2), thus are expressive enough. However,
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Fig. 1: Syntactic containment of Datalog± languages. Annotations (non-bold) denote
data complexity. All names that do not explicitly mention Datalog refer to the respective
Datalog± languages. E.g., “Sticky” refers to “Sticky Datalog±”.

the expressiveness of Weakly Frontier Guarded Datalog± comes at the price of it being
EXPTIME-complete [3]. Thus it does not fulfil (3). Thus, in total, the only known
language that satisfies (1), (2) and (3) is Warded Datalog±. Yet, while Warded Datalog±

has very good theoretical properties, the algorithms presented in [12] are alternating-
time Turing machine algorithms, far away from a practical implementation.

Before summarising the characteristics of the Vadalog system, let us propose an
example of a Datalog program, which we consider representative of the complexity of
a typical reasoning setting involving KGs. The example is at the same time close to a
classical scenario [11] as well as relevant for an application of the KG of one of our
current industrial partners; in particular, for detecting specific risks related to issuers or
guarantors for funds that are non-eligible due to their financing arrangement: in Europe
there is prohibition on guaranteed debt instruments issued by a “closely-linked entity”.

Example 2. Consider a set of rules about ownership relationships among a large number
of companies. The extensional knowledge is stored in a database in the form of tuples
of a relation Own(comp1, comp2,w): company comp1 directly owns a fraction w of
company comp2, with 0 ≤ w ≤ 1. In addition, with a set of two rules, we intensionally
represent the concept of company control (also studied in [11]): a company x controls
a company y if company x directly owns more than half of the shares of company y or
if x controls a set S of companies that jointly own more than half of y. Note that the
msum operator, i.e., aggregation in the form of monotonic sum, is not a standard feature
of Datalog, but an extension that some Datalog-based systems support [6].
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Control(x, x).
Own(x, y,w),w > 0.5→ Control(x, y)

Control(x, y),Own(y, z,w), v = msum(w, 〈y〉), v > 0.5→ Control(x, z).

Here, for fixed x, the aggregate construct msum(w, 〈y〉) forms the sum over all values w
such that for some company y, Control(x, y) is true, and Own(y, z,w) holds, i.e., com-
pany y directly owns fraction w of company z. Now, with the described knowledge
graph, many questions can be asked, such as: (i) obtain all the pairs (x, y) such that
company x controls company y; (ii) which companies are controlled by x? Which com-
panies control x? (iii) does company x control company y?

The Vadalog system. The Vadalog system is built around the Vadalog language, with
Warded Datalog± as its logical core. It is currently used as the core deductive database
system of the overall Vadalog Knowledge Graph Management System described in [5],
as well as at various industrial partners, including the finance, security, and media in-
telligence industries. The main contributions are:

– A novel analysis of Warded Datalog±, which culminates in the first practical algo-
rithm for Warded Datalog±. In the Vadalog system, the core principle behind the
reasoning process is performing an aggressive termination control, which amounts
to adopting dynamic programming strategies to preempt the generation of already
explored areas of the KG as well as isomorphic ones, guaranteeing at the same time
termination (as the fragment is decidable) and efficiency (as all the “informative”
KG areas can be explored in PTIME). To achieve this goal, it is essential to recog-
nise these KG areas as early as possible.
While the naı̈ve solution would imply a full caching of all the generated facts, the
challenge here is guaranteeing limited memory footprint. We identify a number of
guide data structures that closely exploit the underpinnings of Warded Datalog± and
allow to abstract large KG areas by means of single representative facts (or patterns
thereof). More in particular, we propose structures that play a complementary role for
exploiting the periodicity of the KG: warded forest, which actually allows vertical
pruning of isomorphic trees based on root isomorphism, and (lifted) linear forest,
which allows horizontal pruning of entire pattern-isomorphic trees.

– A system and architecture that implements this algorithm in a relational database-
inspired operator pipeline architecture. The pipeline’s operators rely on termination
strategy wrappers which transparently prevent the generation of facts that may lead
to non-termination while ensuring the correctness of the result. The system is com-
pleted by a wide range of standard and novel optimisation techniques such as the
dynamic construction of in-memory indices, stream-optimized “slot machine” joins,
monotonic aggregation, materialization points, etc.

– The technical paper also presents a full-scale experimental evaluation of the Vada-
log system on a variety of real-world and synthetic scenarios that thoroughly validate
the effectiveness of our techniques on Warded Datalog± in absolute terms and com-
paratively with the top existing systems, which are outperformed by our reasoner.
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Abstract. The problem of evaluating orthogonal range queries efficiently
has been studied widely in the data structures community. It has been
common wisdom for several years that for queries containing more than
20% of the elements of the dataset a linear scanning of the data was
the most efficient solution. In recent experimental works using modern
hardware–with main memory and parallelism– the conclusion is that lin-
ear scan is preferable for almost every query configuration (even contain-
ing a 1% of the data). In this work we propose an alternative approach to
evaluate multidimensional range queries based on the dynamic pipeline
paradigm –using main memory and concurrency. Our aim is to prove that
under this framework, it is possible to beat the performance of linear
scanning by the one of hierarchical multidimensional data structures–
such as kd trees, quad trees, R trees or similar.

1 Introduction

It is a common task nowadays to ask Google Maps for the closest gas station
or TripAdvisor for good restaurants around a specific area. These requests are
examples of a computing task –frequent in a wide range of applications– that is
formally called the Associative Retrieval problem [2, 4]. In associative retrieval
we consider a collection F of n records. Each record (or key) is an ordered k-tuple
(k ≥ 2) x = (x1, . . . , xk) of values (the attributes or coordinates of the record)
drawn from domain D =

∏
1≤j≤k Dj , where each Dj is totally ordered.

A range query over F is the retrieval of those of its records that fall inside
a given region. Specifically, we consider orthogonal range queries Q, in which
the region is specified by a sequence of s unidimensional ranges, this is, Q =
(i1, l1, u1), . . . , (is, ls, us), where 1 ≤ s ≤ k, ij 6= ij′∀j 6= j′ (with 1 ≤ j ≤ s
and 1 ≤ j′ ≤ s) and every triplet (ij , lj , uj) fix the lower (lj) and upper (uj)
boundaries of the unidimensional range for coordinate ij (1 ≤ ij ≤ k). If s = k
then we say that Q is a complete range query. Otherwise, we say that it is partial.

In order to efficiently deal with orthogonal range queries the storage of the
records in F should be crucial. Extensive collections of general purpose mul-
tidimensional data structures –such as kd-trees, quad-trees or R-trees– have
been proposed theoretically as adequate storage methods [2, 4] to support range
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queries. However, in practice, the usefulness of this approach heavily relies on the
selectivity and configuration of the sequence of range queries and, unfortunately
common wisdom told that a simple scan beats multidimensional data structures
for queries accessing more than 15%-20% of a data collection [5].

Recently, multidimensional range queries as well as the efficiency of hier-
archical multidimensional data structures to support them have been revisited
under a modern hardware perspective [5]. Moreover, in [5] the authors state that
in current machines –using main memory and parallelisation– data structures
are useless even for very selective range queries an thus, they conclude that in
current machines scanning should be favoured over parallel versions of such data
structures.

In this work, we propose a new way to parallelise the multidimensional range
query problem using the dynamic pipeline model [1, 3]. Our aim is to prove
that, with our algorithm, the use of hierarchical multidimensional data struc-
tures would be preferable over scanning for range queries containing a sub-linear
number of elements of the collection.

2 Dynamic Pipeline Algorithms

We propose an algorithm based on a dynamic pipeline [1, 3] of processes via
an asynchronous model of computation, synchronised by means of channels. In
general, a dynamic pipeline is a data-driven unidimensional and unidirectional
chain of stages connected by means of data channels. This computational struc-
ture stretches and shrinks depending on the spawning and the lifetime of its
stages. A dynamic pipeline is similar to an ordinary pipeline, except that the
number of stages that it contains is not fixed but dynamically generated at
runtime. In fact, it is self-adaptive to the characteristics of a specific query.

Algorithms under this paradigm must specify four kind of stages: input, out-
put, generator and filter stages as well as the number and the type of the I/O
unidirectional channels. The input and output stages are the interface of the
pipeline, managing the input and output data respectively. Input data is fed
to the input stage and the output stage will produce results. The generator is
responsible to create the (parameterised) filter stages.

We now describe two algorithms to solve range queries based on the dynamic
pipeline model: a näıve algorithm equivalent to a linear scan of the whole dataset
followed by the algorithm that we propose, based on a preprocessing of the
dataset by means of data structures such as kd trees, quad trees or R trees. We
will describe both algorithms for a single range query since the same process is
applicable to a sequence of queries iterating on the process for a single one.

Näıve Algorithm. We start by describing a näıve algorithm equivalent to a
concurrent approach of the complete scan of the data set.

To answer Q using the pipeline approach it is necessary to have a recursive
process that constructs a sequence of filters (processes). Every filter stands for
one of the s unidimensional ranges of Q, let us say j (1 ≤ j ≤ s), and it discards
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from further consideration all the points of the data set that are outside range
(ij , lj , uj), that is, all those points with ij-th coordinate smaller than lj or greater
than uj . Since the query has s ranges, the pipe will end up with s processes acting
concurrently.

This näıve algorithm starts by setting an initial pipeline consisting of 3 stages
–the input, the generator and the output stages, in this sequential order– and
two channels –the first carry the sequence of triplets of Q and the second the
sequence of points in F .

The process starts by feeding (in sequential order) the input stage with the
triplets of Q carried by the first channel. The configuration of the pipe evolves
(stretches) as follows. The input stage passes the data from the first channel (a
triplet of the query at a time) to its successor neighbour. At the very beginning
the triplet (i1, l1, u1) is passed from the input stage to the generator stage.
Every time a triplet arrives to the generator a filter stage, standing for this
triplet, is created as the stage immediately previous to the generator stage. So,
at the very beginning, a filter f1 for the first range of Q is created. The pipeline
consists now of four stages: input, f1, generator and output, in this order. When
triplet (ij , lij , uij ) passes through the input stage, it passes also through f1, since
ij 6= i1, it passes through f2, . . . , fj , up to arrive to the generator where filter
fj+1 is created. The process continues until the elements carried by the first
channel are all treated and the channel is empty. The pipe now, regarding the
initial pipe, has s additional stages, one per each triplet of the query.

The next step is to treat the data carried by the second channel, the points.
Every point of the data set passes through the pipe. At every filter fi, as we
already mentioned, if the i-th coordinate of the point is outside the range stored
at fi the point is discarded, otherwise it is passed to next stage. Therefore, all
the points that arrive to the output stage should be reported as part of Q.

This näıve algorithm will force to read and check every point in the orig-
inal set, having therefore complexity proportional to n, independently of the
configuration of Q.

Proposed Algorithm. To improve the efficiency of the näıve algorithm we
propose a preprocessing of the dataset by means of a hierarchical multidimen-
sional data structure. The data structure can be any of the classical ones [2,
4] (such as kd trees, quad trees, R trees, etc.) with the unique requirement
that it divides the domain D of the points into a partition of m k-dimensional
hyperrectagles that are called bounding boxes, where m ≥ 1 is the number of
elements in the partition and depends on the kind of tree used and the num-
ber of levels of that tree. Each bounding box BB is defined by a sequence of
k ranges, this is, BB = (1, l1, u1), . . . , (k, lk, uk). In our preliminar experiments
we use quad tries [2, 4] to preprocess the data points and to end up with a
sequence S = BB1, . . . , BBm of bounding boxes. It is worth noting that the
dynamic pipeline algorithm works identically with any other multidimensional
data structure that fits the previous requirement.

Now, instead of directly filtering points, the pipe will filter, first, the sequence
S of bounding boxes produced by the data structure (it will have then 3 channels
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instead of two, as before). The bounding boxes will pass through the pipe by
their specification and not by the points that they contain. Every filter stage,
checking for the i-th range of the query, will discard from further consideration
all the bounding boxes whose i-th range does not intersect the i-th range of the
query and will pass the intersecting bounding boxes to next stage. Additionally,
the filtering of bounding boxes divides them into two groups: BBC (the group
of bounding boxes which are completely contained into Q) and BBP (the group
of bounding boxes that intersect Q but are not contained in it).

The algorithm will output all points that are inside of BBC bounding boxes
(since they are all in Q) and it will look and filter all the points in BBP bounding
boxes to decide whether they are in Q.

The total number of treated points corresponds to the number of points con-
tained in the BBC and BBP bounding boxes, which can be considerably less than
the total number of points in F (but this highly depends on the configuration of
the queries, data points, and chosen data structure). Additionally, the algorithm
incurs in the cost of checking the m bounding boxes of S. Our proposal is to
maintain this cost negligible compared to the number of points that have to be
checked by choosing correctly the number of levels of the tree data structure
during the preprocessing of the data.

3 Ongoing Work

We have implemented quad tries in the C++ programming language produc-
ing with this program the sequence of m files that containing the points inside
the corresponding bounding box in sequence S. Besides, we have implemented
the pipeline in the Go programming language (because of its mechanisms of
go-routines and channels). Our preliminar experiments show that our proposed
algorithm beats the näıve one treating systematically half the points of the data
set for queries containing up to a 25% of the points of F . We plan to conduct
further experiments according to the following guidelines: (a) Considering huge
datasets and allocating their corresponding (tree-like) hierarchical representa-
tions in the RAM, we envision that the performance of our algorithm overcomes
the results presented in [5] under similar conditions and thus, it overcomes the
complexity of linear scanning. We will study, then, the incidence of stressing the
population of the memory in order to find insights regarding the percentage of
memory that can be used for storage purposes without affecting the performance
of the schedule and the memory management of the Go system; (b) Under the
premise that the set of points is uniformly distributed, we plan to measure the
incidence of the chosen level of the data structure (and thus of the number m
of bounding boxes to be filtered) on the performance of our algorithm; (c) The
dimensionality of the data increases the parallelism of our algorithm –which
depends on the query– so we are interested in studying how, eventually, our al-
gorithm is more suitable than other proposals in high dimensional settings; (d)
Finally, in order to study the scalability and real applicability of our model, we
plan to conduct our experiments with big real datasets and benchmarks.
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